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Abstract
Grammar models conceived for parsing purposes are often poorer than models that are motivated linguistically. We present a rich
grammar model which is linguistically satisfactory and based on the principles of traditional dependency grammar. We show how a
state-of-the-art dependency parser (mate tools) performs with this model, trained on the Syntactic Reference Corpus of Medieval French
(SRCMF), a manually annotated corpus of medieval (Old French) texts. We focus on the problems caused by small and heterogeneous
training sets typical for corpora of older periods. The result is the first dependency parser for Old French, and it is made publicly available.
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1. Introduction and Related Work
Our corpus is the Syntactic Reference Corpus of Medieval
French, SRCMF (Prévost and Stein, 2013), and we de-
scribe the first parsing experiments for Old French (OF).
For Modern French, the French Treebank (Abeillé and Bar-
rier, 2004) has been converted to dependency structures,
and parsing experiments reached an unlabelled attachment
score of over 90% (Candito et al., 2010). The only other
treebank for Old French is part of the corpus MCVF (Mar-
tineau, 2009), annotated according to the principles of the
UPenn Treebanks.
The SRCMF differs from these treebanks in two respects:
it is the first dependency-annotated corpus for Old French.
The design of its grammar was driven by the desire to
project a primarily linguistic analysis onto the corpus. The
use of parsers is a secondary objective which did not matter
for the original conception of the grammar model.
The SRCMF texts were annotated manually using the No-
tabene annotation tool (Mazziotta, 2010). Notabene stores
the syntactic annotation as graphs in the Resource Descrip-
tion format (RDF). A high level of quality was ensured by
an annotation process consisting of (a) two independent
analyses by different annotators and (b) two independent
reviews by the editors of the corpus. At both levels differ-
ences were discussed and resulted in a merged version.
In this contribution, our goal is not to improve parsers, let
alone parsing algorithms. Rather, we consider parsing from
a linguistic point of view and focus mainly on the following
questions:

1. How does a parser perform with a rich grammar model
not specifically designed to be “parser friendly”?

2. How does a parser perform with the relatively small
amount of training data which is typical of high-
quality manual syntactic annotation?

3. If a corpus contains heterogeneous texts (e.g. early OF
verse as well as later OF prose), is it better to train
separate models for each text type, or rather a general-
purpose model?

Section 2. presents our corpus, the SRCMF. Section 3. is
on methodology: it explains how the texts were annotated

and which tools were used. Section 4. describes three pars-
ing experiments and interprets the results. Section 5. con-
cludes.

2. The corpus
2.1. Texts

As of the time of writing, the SRCMF contains 15 texts
with about 280 000 words. For this study, we selected the
eleven texts listed in Table 1.1 Some of their relevant prop-
erties will be mentioned in section 4. For more information
see Stein and Prévost (2013) and the SRCMF website.2 To-
tals for words and sentences refer to the actual training data
used here. The three oldest texts were grouped into one
sample, not for reasons of similarity (they are rather dif-
ferent), but because of their size. The texts marked with
an asterisk (*) are written in prose, the others are written
in verse. The only mixed text (**) is Aucassin et Nicolete,
where prose and verse alternate, with a dominance of prose.

Text Date Words Sent.
Passion de Clermont late 10c. (totals for
Vie Saint Legier late 10c. these 3 texts)
Vie de Saint Alexis ∼ 1050 6642 803
Chanson de Roland ∼ 1100 28643 3843
Lapidaire en prose* mid 12c. 4699 467
Tristan de Béroul end 12c. 26581 3237
Yvain de Chretien de Troyes ∼ 1180 40529 3735
Aucassin et Nicolete** ∼ 1200 9387 985
Conqueste de Constantinople* > 1205 32960 2282
Queste del saint Graal* ∼ 1220 39886 3049
Miracles de G. de Coinci ∼ 1220 16996 1402
Total: 11 texts 206323 19803

Table 1: 11 texts of the SRCMF used in the parsing experi-
ments (verse, prose*, mixed**)

1SRCMF pre-final version of February 2014. Minor correc-
tions are in course. They will improve consistency and are ex-
pected to further improve the results published here.

2http://srcmf.org.
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2.2. Syntactic Properties and Grammar Model
“Old French” refers to a heterogeneous state of the French
language. There is no variety which could be called OF
“standard”, rather OF is a set of dialectal varieties with a
large diachronic span, from the late 9c. to the middle of the
14c. OF is a null-subject language which often displays the
verb in the second position (it is however unclear if these
properties can be generalized). Word order is relatively
free and adheres to information structural principles. Later
OF gradually develops towards a more regular SVO word
order while losing the distinction between nominative and
oblique case. With respect to parsing, these syntactic prop-
erties make OF quite different from e.g. English or Modern
French, and more similar to free word order languages with
richer inflection, like German. The null-subject property
is a further difficulty for parsing: the presence of a single
argument of the verb does not imply the nature of this argu-
ment. In this respect, OF resembles Latin or Italian.
The grammar model relies on the concept of dependency
as defined by Tesnière (1965) and Polguère and Mel’čuk
(2009). It uses a hierarchy of functions and structures to
define the set of categories which are actually annotated in
the corpus. They are listed in Table 2.

Tag Function Tag Function
Apst apostrophe NgPrt negative particle
AtObj attribute of object NMax* non-maximum structure
AtSj attribute of subject NSnt* non-sentence
Aux auxiliation Obj object
AuxA active auxiliation Regim oblique
AuxP passive auxiliation Rfc reflexive clitic
Circ adjunct Rfx reflexive pronoun
Insrt comment clause RelC coordinating relator
Cmpl complement RelNC non-coordinating relator
GpCoo* coordinated group SjImp impersonal subject
Coo* coordination SjPer personal subject
Intj interjection Snt* sentence
ModA attached modifier VFin* finite verb
ModD detached modifier VInf* infinitival verb
Ng negation VPar* participle verb

Table 2: Functions and structures* of the SRCMF grammar
model

The use of the categories is explained on-line in the
SRCMF guidelines.3 Important annotation principles are
the following:

1. The top node of a sentence (Snt) is a finite verb (VFin)
which does not depend on another verb. Hence there
is no coordination between main clauses.

2. Each structure is governed by a lexical word (verb,
noun, adjective, adverb).

3. Functional words (conjunctions, articles etc.) depend
on lexical words. In this respect, the SRCMF grammar
is similar to Stanford dependencies, but differs from
models like the Turin University Treebank (Bosco,
2004), where functional categories nodes govern lexi-
cal heads.

3http://srcmf.org/fiches/index.html (in French)

The SRCMF model is “rich” in the sense that, compared
e.g. to the dependency version of the French Treebank
(FTBdep), built by Candito et al. (2010), the SRCMF has
more semantically motivated categories (see Table 2). Can-
dito et al.’s categories seem to be more surface orientated:
they distinguish e.g. object categories by their preposition
(de-obj, a-obj). In the SRCMF prepositional phrases are
distinguished on purely functional grounds: they are anno-
tated as Cmpl (complément: indirect object) or as Circ (cir-
constant: adjunct). Since even human annotators struggle
with borderline cases between both categories, it is normal
that parsers also encounter problems: they are often visi-
ble in a higher difference between labelled and unlabelled
attachment scores.
Both corpora have underspecified relations. For example,
obj (the most frequent relation in the FTBdep) labels the
relation between the verb and its direct object, as in pro-
posent une solution ‘suggest a solution’, as well as between
the preposition and the nominal head it governs, as in (1)
between par and attentes. The relation between the partici-
ple préoccupés and its prepositional object is dep, as op-
posed to Cmpl used in the equivalent SRCMF structure (2)
to mark the argument status of the phrase.4 SRCMF, on
the other hand, does not distinguish between determiners
and other modifiers of nouns, using the underspecified la-
bel ModA for both.

(1) préoccupés [dep par [[det les] obj attentes]]
‘troubled by the expectations’

(2) préoccupés [Cmpl [RelNC par] [ModA les] attentes]]

The examples also show that FTBdep favours a mixed ap-
proach with respect to the relation between head and func-
tion words: the preposition governs the noun, but the deter-
miner depends on the noun. In the SRCMF, both preposi-
tion and determiner depend on the noun. In the light of the
fact that the grammar models differ, a direct comparison
between parsing results seems difficult.
In the following experiments, the full set of SRCMF cate-
gories was used, with the following modifications:

1. The difference between active and passive auxiliation
(he has come AuxA vs he was killed AuxP) was not
retained.

2. In the CoNLL format produced by the Notabene tool,
coordination is annotated as a complex category, e.g.
coord1 Obj. Only the function (e.g. Obj) was retained.
Hence coordination is marked by (a) dependence on
the same word and (b) the presence of the relator
(RelC) in the second structure.

3. The SRCMF grammar uses double references to a sin-
gle form (duplicata) for contracted forms like nel (for
ne ‘not’ + le ‘him’), and for relative pronouns like
qui ‘who’ (relator (RelNC) and subject (SjPer). In
CoNLL, these duplicate references form complex cat-
egories (Obj RelNC). Although they complicate the
parser’s task, they are retained, because the informa-
tion would not be recoverable.

4In other contexts, e.g. the object of a passive main verb, FTB-
dep uses p-obj.



3. Preparation and Method
3.1. Annotation and Tools
The eleven texts (see Table 1) were exported to CoNLL
2009 format using the Notabene annotation tool (Mazz-
iotta, 2010). The dependency relations were adapted as
described in section 2.2. Part of speech (pos) annotation
was added using the verified Cattex tagset5 of the BFM
database6 (Guillot et al., 2007). Cattex tags define part
of speech and subcategories, e.g. ADJqua (adjectif quali-
tifcatif ), but no inflectional categories. Therefore, in the
CoNLL format, the complete tag was kept in the pos col-
umn, the morph column remaining empty. Unverified lem-
mas were added using TreeTagger (Schmid, 1997) trained
on the Old French Nouveau Corpus d’Amsterdam (Kunst-
mann and Stein, 2007).7

For the analysis, we used the mate tools package including
Bohnet’s graph-based dependency parser (Bohnet, 2010;
Björkelund et al., 2010).8 The tagger was trained on the
training set using 10-fold jackknifing. When training and
evaluation were done on the same text or combination of
texts, we used a 90%/10% split by selecting every 10th sen-
tence. Thus, in a combination of texts, the evaluation part
always reflected the heterogeneity of the whole corpus. For
each analysis, we indicate the values explained in Table 3,
except for the first experiment (“One on One”), where we
leave out the values for lemma and label in Table 6 for rea-
sons of space.

abbrev. scores meaning
lemma lemma accuracy for unverified lemmas
pos part of speech for verified Cattex tags
LAS labelled attachment dep. and label correct
UAS unlabelled attachm. dep. correct, label ignored
label label accuracy label correct, dep. ignored
Umatch exact match whole sentence
Lmatch exact match whole sentence incl. labels

Table 3: Syntactic scores and abbreviations

3.2. Lemmatisation
Lemmatisation for Old French is only partial: about 70%
of the graphemic forms have lemmas, and these lemmas
can contain ambiguities when more than one lemma is pos-
sible. For example, the verb form volt is lemmatised as
valoir/voler/voloir (‘be worth’, ‘fly’, ‘want’), i.e. three dif-
ferent verbs. Table 4 opposes results achieved on the lem-
matised corpus with the unlemmatised one, where the word
forms were reproduced in the lemma column of the CoNLL
format.
Overall accuracies do not improve significantly with this
imperfect TreeTagger lemmatisation. But the scores for
some dependents of the verb are slightly better, especially
for the direct object (Obj) and the distinction between in-
direct objects (Cmpl) and adjuncts (Circ). They certainly

5http://bfm.ens-lyon.fr/article.php3?id article=176
6http://bfm.ens-lyon.fr
7The TreeTagger parameters are available on http://srcmf.org.
8http://code.google.com/p/mate-tools/.

We used version anna-3.3.jar.

imperfect lemmas lemmas = forms
lemma 81.07 86.60
pos 93.89 93.98
UAS 89.61 89.56
LAS 82.41 81.99
label 86.29 85.98
Umatch 60.00 60.20
Lmatch 37.68 37.37
SjPer LAS 83.43 83.51
Obj LAS 72.21 69.93
Cmpl LAS 66.12 64.16
Circ LAS 74.59 73.84

Table 4: Lemmatised vs unlemmatised corpus

could be improved further if lemmatisation were of better
quality. We decided to include lemmatisation in all our ex-
periments. Note also that in a medieval corpus, a lemma is
more than a generalisation over inflectional forms since it
also subsumes graphemic variants.

3.3. Checking Reliability and Size
Compared to corpora for modern languages, medieval text
corpora tend to be too small for certain types of evaluation.
We performed a 10-fold cross evaluation (a.) for the total
of the texts, and (b.) for the 40.000 word text Yvain.
Training and evaluation were carried out on ten different
90/10 splits of both texts. Table 5 shows how the standard
deviations for the 10 parts increase with decreasing corpus
size.9

train/eval: all 90/10 Yvain 90/10
µ σ CV µ σ CV

lemma 81.24 0.64 0.01 80.91 0.95 0.01
pos 94.08 0.16 0.00 93.49 0.38 0.00
UAS 89.68 0.37 0.00 87.33 0.88 0.01
LAS 82.62 0.39 0.00 78.62 0.96 0.01
label 86.59 0.22 0.00 83.61 0.91 0.01
Umatch 60.84 0.76 0.01 52.72 1.48 0.03
Lmatch 39.88 1.12 0.03 30.68 1.62 0.05

Table 5: 10-fold cross evaluations: mean and standard de-
viation, for the complete corpus and a 40.000 words text

The mean values in the left column can be taken as our best
results. They are quite encouraging, if we consider that OF
has graphemic variation and that lemmatisation is of uncer-
tain quality. At the time of writing we are not aware of any
other Old French parsing experiment which could provide
us with a baseline for comparison. But our UAS are not far
below Candito et al.’s (2010) for Modern French, and both
UAS and LAS are better than those for Latin (Passarotti
and Dell’Orletta, 2010), although Latin has less graphemic
variation.

3.4. Refining the Questions
In order to answer the questions asked in the introduction,
we conducted the three experiments described in the fol-

9Abbreviations used in tables: µ: mean, σ: standard deviation,
CV: coefficient of variation



evaluated on: [1050] Rol. [Lap.] Yvain Trist. Conq. Mir. [Auc.] Quest. statistics
[trained on: “1050” (Passion de Clermont+Saint Legier+Saint Alexis): 6008 words] µ σ CV
pos —– 76.54 76.15 70.42 69.73 71.92 67.62 70.36 73.53 72.03 3.16 0.04
UAS —– 74.52 71.89 61.52 64.58 65.12 57.27 64.71 63.95 65.45 5.47 0.08
LAS —– 58.34 55.45 45.88 47.43 51.14 42.28 47.87 48.91 49.66 5.19 0.10
Umatch —– 39.80 30.88 22.02 32.54 21.49 18.54 36.08 20.82 27.77 8.04 0.29
Lmatch —– 13.27 8.08 7.57 11.24 8.23 6.02 12.85 7.49 9.34 2.72 0.29
trained on: Chanson de Roland µ σ CV
pos 74.48 —– 83.25 73.42 74.18 75.73 69.93 75.12 80.36 75.81 4.16 0.05
UAS 70.21 —– 79.16 64.48 68.33 67.80 59.71 67.73 71.03 68.56 5.57 0.08
LAS 55.93 —– 66.90 49.71 52.20 55.07 45.39 52.93 57.67 54.48 6.32 0.12
Umatch 36.10 —– 42.28 25.53 36.49 24.85 21.79 37.43 30.21 31.84 7.29 0.23
Lmatch 17.29 —– 19.95 8.66 13.96 9.74 6.66 15.45 12.3 13.00 4.53 0.35
[trained on: Lapidaire en prose: 5250 words] µ σ CV
pos 59.29 65.57 —– 57.90 55.89 64.36 56.77 59.62 62.92 60.29 3.59 0.06
UAS 56.81 65.56 —– 50.06 53.79 58.27 45.75 54.87 54.59 54.96 5.82 0.11
LAS 37.98 46.48 —– 33.74 34.15 41.85 30.53 37.05 39.04 37.60 5.02 0.13
Umatch 23.93 29.36 —– 15.53 22.20 15.95 12.92 28.41 17.9 20.78 6.15 0.30
Lmatch 5.95 6.68 —– 3.44 5.62 4.87 2.93 6.88 6.94 5.41 1.55 0.29
trained on: Yvain de Chretien de Troyes µ σ CV
pos 61.27 65.73 71.11 —– 80.74 75.93 77.92 79.98 87.59 75.03 8.58 0.11
UAS 59.32 68.00 69.32 —– 75.46 72.27 68.85 74.71 80.80 71.09 6.37 0.09
LAS 40.18 48.45 54.43 —– 60.39 58.68 54.86 61.96 70.06 56.13 9.03 0.16
Umatch 23.37 32.07 29.69 —– 42.45 26.70 27.73 44.87 36.67 32.94 7.71 0.23
Lmatch 7.75 7.90 11.16 —– 17.15 12.01 11.17 21.53 18.53 13.40 5.08 0.38
trained on: Tristan de Béroul µ σ CV
pos 65.81 73.15 72.90 84.19 —– 76.77 78.39 80.71 86.20 77.27 6.64 0.09
UAS 61.85 71.85 71.28 77.06 —– 70.73 68.30 74.45 78.46 71.75 5.23 0.07
LAS 44.82 55.24 56.60 63.90 —– 58.15 54.62 61.97 67.16 57.81 6.85 0.12
Umatch 26.83 39.21 32.07 37.49 —– 26.53 28.21 43.74 36.12 33.78 6.36 0.19
Lmatch 10.51 13.86 13.06 16.23 —– 12.68 12.52 20.52 20.43 14.98 3.75 0.25
trained on: Conqueste de Constantinople (prose) µ σ CV
pos 54.74 62.05 66.01 68.10 68.00 —– 67.35 76.05 77.04 67.42 7.17 0.11
UAS 53.33 61.93 67.87 61.58 63.02 —– 58.64 70.27 70.53 63.40 5.95 0.09
LAS 34.77 42.00 49.47 45.44 45.98 —– 42.60 56.32 57.98 46.82 7.66 0.16
Umatch 20.06 27.00 30.17 23.42 29.25 —– 20.36 38.90 26.89 27.01 6.12 0.23
Lmatch 4.70 6.84 8.08 8.02 9.29 —– 6.58 18.04 12.7 9.28 4.24 0.46
trained on: Miracles µ σ CV
pos 60.70 63.81 68.90 80.23 79.29 79.46 —– 78.65 84.07 74.39 8.66 0.12
UAS 59.30 66.53 66.27 73.56 74.60 74.00 —– 73.78 76.44 70.56 5.90 0.08
LAS 40.70 46.65 50.88 58.88 58.65 59.89 —– 59.40 63.84 54.86 7.94 0.14
Umatch 23.65 30.97 28.50 32.46 41.69 29.72 —– 42.28 32.97 32.78 6.37 0.19
Lmatch 7.88 7.94 10.21 12.73 17.58 12.51 —– 20.18 15.85 13.11 4.48 0.34
[trained on: Aucassin et Nicolete (prose and verse): 8475 words] µ σ CV
pos 58.61 63.45 69.44 72.90 71.73 79.14 68.52 —– 79.44 70.40 7.15 0.10
UAS 57.19 63.84 67.61 63.57 66.66 74.00 58.64 —– 70.23 65.22 5.64 0.09
LAS 38.62 44.56 51.35 48.04 49.12 61.88 42.76 —– 57.16 49.19 7.61 0.15
Umatch 21.58 28.73 29.45 23.87 32.78 30.31 20.36 —– 25.87 26.62 4.42 0.17
Lmatch 6.22 6.46 9.03 7.26 10.67 15.03 6.74 —– 12.62 9.25 3.25 0.35
trained on: Queste du Graal (prose) µ σ CV
pos 61.19 65.08 69.91 80.17 77.83 78.91 75.75 80.64 —– 73.69 7.40 0.10
UAS 58.59 66.87 69.23 72.79 72.98 76.20 65.94 75.92 —– 69.82 5.94 0.09
LAS 40.51 46.67 54.32 58.24 56.38 64.49 51.29 63.06 —– 54.37 8.09 0.15
Umatch 24.34 32.23 31.12 33.29 39.59 30.06 26.70 47.58 —– 33.11 7.40 0.22
Lmatch 7.75 9.46 11.88 13.62 14.05 14.61 9.98 25.93 —– 13.41 5.61 0.42

Table 6: Cross evaluation on single texts of roughly equal size (except for three smaller texts: “1050”, “Auc.”, “Lap.”)



trained on: all the texts except the evaluated text statistics
evaluated on: -1050 Rol. Lapid. Yvain Trist. Conq. Mir. Auc. Quest. µ σ CV
lemma 71.89 67.70 80.44 75.98 75.50 74.38 76.54 39.88 84.48 71.87 12.90 0.18
pos 79.55 87.90 87.19 90.34 89.39 89.44 87.94 90.57 94.48 88.53 3.99 0.05
UAS 74.83 85.26 83.85 85.35 85.13 85.47 79.32 87.11 90.06 84.04 4.46 0.05
LAS 62.83 73.69 74.89 75.95 74.74 76.94 69.22 78.76 82.88 74.43 5.72 0.08
label 69.98 77.96 80.93 81.39 79.71 82.83 77.44 83.50 87.06 80.09 4.80 0.06
Umatch 41.59 57.25 53.32 48.86 57.46 43.21 39.02 62.54 55.07 50.92 8.16 0.16
Lmatch 22.79 30.86 32.55 27.15 31.85 24.67 21.26 37.56 34.14 29.20 5.52 0.19

Table 7: Cross evaluation “leave one out”: training on all the texts except one, evaluation on that one text.

lowing sections. They simulate the real-world scenarios of
a linguist wanting to annotate a new Old French text. Con-
sidering the heterogeneity of OF, he or she will face the
question if a general parser model suffices, or if several
specific models have to be trained. We try to answer the
following questions:

1. Single-text models. Given the heterogeneity of Old
French, how does a model trained on a given text per-
form on each of the other texts? This question will be
studied in the “one-on-one” cross evaluation (section
4.1.).

2. Annotate a new text. If the maximum of available
data is used for training, would the annotation results
depend on the type of text? Is it possible to isolate spe-
cific properties of the texts? These questions will be
studied in the “leave-one-out” cross evaluation (sec-
tion 4.2.).

3. Prose or verse. Does it matter if the new text is
prose or verse? Most syntacticians would say it does.
But this does not necessarily mean that a dependency
model performs differently on both text types. This
question will be studied in the prose-verse cross eval-
uation (section 4.3.).

4. Experiments
4.1. Cross Evaluation “One on One”
In this cross evaluation, the parser is trained on one specific
text of the SRCMF, and evaluated on each of the other texts.
An equal training set size of about 16.000 words was de-
fined by the size of the smallest text considered to be of
sufficient size to provide us with reliable results, Miracles
de G. de Coinci. For the sake of comparison, we also in-
cluded the three smaller text samples (the three oldest texts
“–1050”, Lapidaire and Aucassin e Nicolete) in the cross
analysis, their sizes are indicated in Table 6, but the results
in these columns should be treated with greater care.
As expected, the results are worse than the results obtained
from the combined training corpus (left column of Table
5), but our goal is to make global statements about the re-
semblance between individual texts. We comment on some
results highlighted in bold font in Table 6:

1. The Roland model does very well for the oldest texts.
It achieves the highest attachment scores and sentence
matches in Lapidaire (compare horizontally), and the

three other 11th century texts (1050) were analysed
better by this model than by any of the others (compare
vertically).

2. The Tristan model gets the best mean values (column
µ) for all scores, whereas Lapidaire, probably due to
its limited size, gets the worst values.

3. Queste is the text which is analysed best for several
models: the UAS and LAS of the Yvain model evalu-
ated on Queste are the best results of the table.

4. Miracles de Nostre Dame seems to be quite different
from the other texts: all the models achieve scores be-
low average on this text. The mean attachment scores
across all models (not given in Table 7) for Miracles
are 52.01 (UAS) and 41.94 (LAS). Some reasons for
these exceptionally poor results will be given in the
discussion of the following experiment.

5. The model trained on the prose text Conqueste has
mean attachment scores of 63.40/46.82 (UAS/LAS).
The model trained on the other prose text, Queste,
does better with 69.82/54.37. This difference may be
due to the text genre: Conqueste is a chronicle; the
sentences are long, but not complex, preferring enu-
merations to syntactic embeddings.

6. Surprisingly, the model trained on the only mixed text,
Aucassin et Nicolete, also performed quite poorly, al-
though one might expect better results on prose and
verse from a text which has both. The dominance of
the prose part is probably too high. We will come back
to the prose/verse opposition in section 4.3.

4.2. Cross Evaluation “Leave One Out”
In this evaluation, the parser was trained on all the texts ex-
cept the one to be evaluated. The result can be an indicator
for the situation where a new text is analysed, e.g. to enrich
the corpus. We suppose that results will be similar to those
achieved on the text which is most similar to the new text.
The results are presented in Table 7.

1. By far the best attachment scores are attained on
the Queste du Graal. They are close to the results
achieved on the complete 90/10 split corpus (Table 5,
left column).

2. With the other eight texts, scores are worse. The low-
est attachment scores are attained for the three oldest



texts (column “-1050”), which might indicate the di-
achronic limit of a globally trained model. An inter-
esting question which could be answered by a more
detailed experiment bearing on the oldest French texts
would be the impact of part of speech tagging accu-
racy: it is possible that the parser is hampered by the
fact that the tagger does not cope with the less “con-
ventionalised” orthography in this particular period.

3. The second worst result was achieved on the Miracles
de Nostre Dame. An in-depth investigation of the rea-
sons is beyond the scope of this article, but some indi-
cations are given by Rainsford et al. (2012). This text
contains a considerable part of lyric poetry, a genre not
present in other texts of the SRCMF, and the syntax
is peculiar, with significantly more elements appear-
ing pre-verbally than in the other texts: 33,3% of the
structures have three or more pre-verbal elements, 17
structures even have five or more pre-verbal elements.
The authors also note that some orders of pre-verbal
elements are typical of verse, e.g. the subject preced-
ing an adverbial (SjPer-Circ-V).

4.3. Cross Evaluation for Prose and Verse
To answer our third question, we created two subcorpora
(Table 8). The first is composed of two texts in prose,
the second of three texts in verse. The subcorpora are
equal in word size. The prose texts have a higher word
per sentence ratio of 13.7 (compared to 10 for verse). On
the diachronic scale, both subcorpora are comparable: the
manuscript dates span a period of no more than 40 years.

texts words sent.
prose Conqueste + Queste 72846 5331
verse Miracles + Tristan + Yvain 72854 7320

Table 8: subcorpora for prose and verse

The parser was trained on 90% of both subcorpora, and
evaluated on (a) the complete other subcorpus and (b) 10%
of the same subcorpus, for comparison.

trained on: verse90 prose90
evaluated on: prose verse10 verse prose10
lemma 80.36 83.51 70.10 88.53
pos 89.10 92.85 82.32 96.63
UAS 84.35 86.17 74.93 92.63
LAS 74.98 77.50 62.01 86.75
label 81.22 82.68 69.95 89.66
Umatch 42.31 56.01 39.13 56.85
Lmatch 24.16 34.29 17.30 36.21

Table 9: Cross evaluation prose/verse

Parsing prose with a model trained on verse leads to signif-
icantly better results than the contrary, with differences of
more than 10% for label accuracies and LAS. Considering
the corpus size, the results are not much worse than those
for global training in Table 5. Why does the parser, when
trained on prose, perform so badly for verse? Even with-
out going into details, it is definitely true that verse syntax

is more variable, especially in a language with rather free
word order like OF. A parser trained on verse has seen more
of these variants, and hence performs better. The relatively
good results (compared to the global result in Table 5) ob-
tained on the prose 90/10 split are another indicator for the
relative uniformity of prose syntax.

4.4. General Observations
The difference between labelled and unlabelled attachment
scores is quite high (about 10%, sometimes even higher).
This means that many words are attached correctly, but
the parser has difficulties to guess the right label. This is
probably the price we have to pay for our “rich” annotation
model: we had mentioned the fact that several oppositions
between categories are semantically motivated and there-
fore hard to learn for a parser.
The generally low score of exact matches could indicate
that a high number of dependencies are easy to learn,
whereas a small number of dependencies are difficult to
learn. The variation of exact matches is about three times
higher than the variation of the attachment scores, as the
coefficients of variation (CV) in Tables 6 and 7 indicate.

5. Conclusions and Future Work
We described the first dependency parser for Old French. It
was trained on a 200 000 word subset of the SRCMF depen-
dency treebank, using the mate tools. We showed that even
on a corpus with graphemic variation and poor lemmatisa-
tion, good parsing results can be achieved with relatively
few training data and a “rich”, i.e. semantically expressive
grammar model. We carried out experiments in order to
show that a heterogeneous corpus with texts of different
types and from different historical subperiods (between the
late 10c. and the early 13c.) can provide a general-purpose
model, so that even for a multi-variety language like OF a
single parser model may suffice.
On a 90/10 training/evaluation split of eleven OF texts,
the mate parser attained an UAS of 89.68% and a LAS of
82.62%.10 There is no baseline for Old French, but these re-
sults are quite satisfactory if the graphemic variability and
the incomplete lemmatisation of the texts are taken into ac-
count. We carried out three cross evaluation experiments
to show in which ways heterogeneity, which is typical of
medieval corpora, influences the parsing results.
In addition to the text-specific “one-on-one” cross evalua-
tion (experiment 1), we tried to circumvent the sparse data
problem by carrying out a “leave-one-out” cross evaluation
(experiment 2). We also showed that training on verse pro-
vides us with a better general-purpose model than training
on prose, probably because the parser encounters more syn-
tactic variation in verse texts (experiment 3).
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Anne Abeillé and Nicolas Barrier. 2004. Enriching a

French treebank. In 4th international conference on lan-
guage resources and evaluation LREC, Lisbon.

10These models for mate tools will be publicly available on
http://srcmf.org.



Anders Björkelund, Bernd Bohnet, Love Hafdell, and
Pierre Nugues. 2010. A high-performance syntactic and
semantic dependency parser. In Proceedings of the 23rd
International Conference on Computational Linguistics:
Demonstrations, COLING ’10, pages 33–36, Strouds-
burg, PA, USA. Association for Computational Linguis-
tics.

Bernd Bohnet. 2010. Top accuracy and fast dependency
parsing is not a contradiction. In Proceedings of the 23rd
International Conference on Computational Linguistics
(Coling 2010), pages 89–97, Beijing, China, August.
Coling 2010 Organizing Committee.

Cristina Bosco. 2004. A Grammatical Relation System for
Treebank Annotation. PhD Thesis, Università degli Studi
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