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Abbreviations and Marking Conventions

NP Noun Phrase

DP Determiner Phrase
VP Verb Phrase

Adj Adjective

Det Determiner

RC Relative clause

GL Generative Lexicon

DRT Discourse Representation Theory
Lcp Lexical conceptual paradigm

DM Distributed Morphology

EV Event

RS Result state
AR Abstract result
RO Result object

?/??  Question marks in front of sentences mark theimgs#ic) unacceptability or
akwardness;

# A hash mark indicates incoherence between sentences

An asterisk marks forms that are not attested;

(--) Parentheses in example sentences include opticatatiad;

{} Curly brackets are used for transferred predicates;

[] Square brackets are used for reading indicators.

*

Note: English glosses for German example sentesreesnly given (in the footnotes) if
the English version deviates considerably fromGeeman structure.
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Deutsche Zusammenfassung

In dieser Dissertation wird die Bedeutungsvielfain deverbalen Nominalisierungen
von einem semantisch—pragmatischen Standpunktenanbelt. Der Schwerpunkt liegt
dabei auf von Verben abgeleiteten Nomen mit denfixSufing im Deutschen (z.B.
Messung Absperrung Liftung, welche nicht nur auf Ereignisse referieren kdnne
sondern oft auch auf deren abstrakte oder maeefRdkultate und, wenn auch weniger
haufig, auf belebte und nicht belebte Verursaches &reignisses und Orte des
Geschehens. Es wird gezeigt, dass diese Nominmalgjen nicht nur in Kontexten
auftreten, in welchen ihnen eine dieser Lesartegktlund eindeutig zugeordnet werden
kann, sondern ebenso in so genannten Kopradikatroksuren, in welchen
Modifikatoren und Pradikate unterschiedliche inkatige Lesarten fir die
Nominalisierung indizieren, vgl. (i).

(1) Die funfminutigeMessung ist auf zwei Stellen genau.

Kopradikation wird in dieser Arbeit demnach so defit, dass sich fir das Nomen in
einem bestimmten Kontext (mindestens) zwei Lesaeetyegenstehen, da z.B. das
modifizierende Adjektiv eine Ereignislesart fordertvdhrend diese mit den
Selektionsrestriktionen des folgenden Pradikathtniereinbar ist. Die sprachlichen
Mittel zur Festlegung der Lesart kbnnen demnacltiRate und Modifikatoren, aber
z.B. auch Sinnrelationen sein und werden im Folgandls (Lesarten-)Indikatoren
bezeichnet. Als Beispiele dienen neben konstrunefétzen auch Belege aus dem
deutschen Zeitungskorpussmas(Institut fir deutsche Sprache), welches ebenso zu
Indikatorenbestimmung durch Kollokationen herangezrowird.

Um eine sortale Unvertraglichkeit, z.B. zwischemeen Ereignis- und einem
Resultatsindikatoren  wie in (i), aufzulésen wird nei Methode der
Bedeutungsverschiebung vorgeschlagen, welche nicie Bedeutung der
Nominalisierung betrifft, sondern eines ihrer Pkadke: demnach legt der erste Indikator
(hier innerhalb der DP) die Lesart der Nominalisngy im Satz fest, wahrend der
nachfolgende durch Anreicherung an diese Lesarepaggt wird (im Sinne von
Pradikatstransfer, vgl. Nunberg 1995, 2004). NedbemAnalyse solcher Beispiele liegt
der Schwerpunkt auf der Bestimmung von bisher katforschten Beschrankungen fir
diese Bedeutungsverschiebungen, welche diejenigda &rklaren kdnnen, in welchen
Kopréadikation zu inakzeptablen Beispielen fuhrtegd Beschrankungen erlauben es
unter anderem, Ruckschliisse auf die DistributianLésarten von Nominalisierungen
zu ziehen, und beschreiben den Aufbau von koh&rdtdatexten.

In Kapitel 2 werden die verschiedenen Lesarten denerbalen-ung Nominali-
sierungen im Deutschen vorgestellt, unter besondBexticksichtigung der nicht
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ereignishaften Félle, welche in vielen Nominalisiegstheorien ausgeklammert oder
nur am Rande behandelt werden. Diese Lesartenrsifabelle 1 zusammengefasst.

EREIGNIS Messung
RESULTATSZUSTAND Verschmutzung
ABSTRAKTES RESULTAT Ubersetzung
RESULTATSOBJEKT Erfindung
MITTEL Liftung
AGENS Bedienung
KOLLEKTIV Verwaltung
ORT Reinigung

Tabelle 1. Kategorien veang Lesarten

Die Gruppe der Resultate wird dabei noch feineeneilt, da fir diese ein Kontinuum
an Resultativitdit angenommen wird, so dass der GiafResultatstypen unterscheidet:
so entstehen einige Resultate tatsachlich ersthddes Ereignis (z.BBebauung,
wahrend andere in unterschiedlicher Form bereitharaen waren (z.BLieferung
Ubersetzunyy Spater wird gezeigt, dass diese Untergruppemmatische Effekte
haben. Die Auswahl vorung Nominalisierungen wird dahingehend begrindet, dass
eine sehr groRe Bedeutungsvielfalt aufweisen und Gagensatz zu anderen
Derivationsformen wieer und-erei Nominalisierungen prinzipiell in Kopradikationen
erscheinen koénnen. In Kapitel 3 werden verschied&ren von Modifikatoren und
Pradikaten  vorgestellt, welche durch ihre  Seleldiestriktionen  als
Lesartenindikatoren auf verschiedenen Ebenen deseKis dienen. Exemplarisch
werden diese anhand von Kollokationsanalysen géosmasKorpus als solche
verifiziert. Es wird erganzt, dass auch andere, ndninale Formen als Indikatoren
dienen kdnnen, wie z.B. Bedeutungsbeziehungen i dordinationen.

In Kapitel 4 werden Internet- und Korpusbeispietgamgezogen, um zu zeigen, wie
deverbale Nominalisierungen im Diskurs verwended wneder aufgegriffen werden.
Es wird deutlich gemacht, dass sie ihre Lesarinoftaufe des Diskurses andern und im
Falle von Kopradikationen sogar inkompatible Lesairdikatoren fir eine
Nominalisierung im gleichen Satz auftauchen, wahtnimmer akzeptabel ist. Diese
Beispiele dienen als Grundlage fir die Evaluatiam \existierenden Theorien zur
Bedeutungsvariation in Kapitel 5. Dort wird zundclygezeigt, dass Theorien die
verschiedenen Beschrankungen fir Kopradikationehtnioraussagen kdnnen, wenn
sie sich allein auf die Flexibilitdt der Nominaésiing konzentrieren, wie z.B. die Zwei-
Ebenen Semantik (Bierwisch 1989) und das Generatexakon (Pustejovsky 1995).
Weiter wird in Kapitel 6 eine alternative Theorigldatert, nach welcher die
Moglichkeit besteht, stattdessen den Kontext zu &n@ern um  sortale
Unvertraglichkeiten zu vermeiden (Pradikatstrandfemberg 2004). In Kapitel 7 wird
gezeigt, dass diese Analyse auf Koprédikation navedbalen Nominalisierungen
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angewendet werden kann, aber um zusatzliche Bedamgen speziell fur dieses
Phanomen erganzt werden muss.

In Kapitel 8 werden schliel3lich verschiedene Kopditbnsbeispiele dahingehend
untersucht, was ihre Akzeptabilitat beeinflusst -treeFrage, die bis jetzt nicht

hinreichend behandelt wurde, da Kopradikation ehllsr eine generell mogliche

Konstruktion fir bestimmte Nomen galt. Es wird hi@ngenommen, dass
unterschiedliche Faktoren eine Rolle fur die Lizensng von Kopréadikation spielen:

zum einen die Kombination von Lesartenindikatoreia, nur Ereignisse und/oder
Resultate zusammen auftreten kdnnen, zum andemrePdsitionierung im Satz, da die
strukturelle und in einigen Fallen auch temporaletrénhntheit der Indikatoren

bevorzugt wird, und aul3erdem die Relation zwiscten inhaltlichen Aspekten der

Indikatoren. Letzteres wird als Préadikatskoharemgefiihrt, da davon ausgegangen
wird, dass Diskurskoharenzrelationen zwischen ®atzangepasster Form auch fur die
Kopréadikation ausschlaggebend sind. Es wird angemam dass die Akzeptabilitat

solcher Satze ein Kontinuum darstellt und die Jy@estenen Beschrankungen dabei
zusammenspielen, was schliel3lich in der Gewichtiergeinzelnen Faktoren verankert
wird. Diese Gewichtung legt den Grundstein fir emphe Uberpriifungen dieses
Problems.

In der Schlussbetrachtung wird abschlieRend aufsgiechibergreifende Stabilitat
dieses Phanomens und seiner Beschrankungen auémedgesmacht und auf mdgliche
sprachspezifische Unterschiede hingewiesen. AufRerdé&d gezeigt, dass ein auf
Kopréadikation basierender Ambiguitatstest durchselieBeschrankungen verbessert
werden kann und durch sie auch Rickschlisse aufReiationen zwischen den
Lesarten ermdglicht werden, welche in die genanfteeorien einflieRen und diese
erganzen konnen.
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Synopsis

This dissertation examines the meaning variationleferbal nominalizations from a
semantic-pragmatic point of view. The main focusmsnouns derived from verbs by
means of the suffix-ung in German (e.g.Messung‘measurement’, Absperrung
‘obstruction’, Luftung ‘air-conditioning’), which cannot only refer to evis but often
also to the abstract and material results of tleesats, and less frequently to animate
and inanimate causers and locations of these evdntss shown that these
nominalizations do not only appear in contexts ihick they can be directly and
unambiguously assigned one of those readings, Isot ia so-called copredication
structures wherein modifiers and predicates indicacompatible readings for the
nominalization as, for example, in (i).

(i) Die funfminltigeMessung ist auf zwei Stellen genau.
‘The five-minute measurement is accurate to twardacplaces.’

Copredication is defined in this work such thatr¢hare (at least) two readings that
conflict for the noun, since the modifying adjeetifor example requires an event
reading while this reading is not compatible wite tselectional restrictions of the
following predicate. The linguistic means to deterenthe reading can thus be
predicates and modifiers, but also sense relationgxample. They will be termed
(reading-)indicators in the following. In additi@a construed examples, findings from
the German newspaper cormgsmagInstitute for German language) will be used and
collocation analyses therein will also help to d@iee indicators.

To solve sortal mismatches, e.g. between an evantn{inutig ‘five-minute’) and a
result indicator guf zwei Stellen genaaccurate to two decimal places’) as in (i), a
specific kind of meaning shift is suggested, whildes not affect the meaning of the
nominalization, but rather applies to the conté&dcording to this approach, the first
indicator (here within the DP) determines the regdof the nominalization in the
sentence, whereas the second indicator is adjtst@etch this reading as well in terms
of predicate transfer (cf. Nunberg 1995, 2004). Tdwis of this thesis is not only on
the analysis of copredication examples, but moeeifipally on the identification of yet
little-studied constraints for the kind of meanisigift involved there: these constraints
allow explaining those cases neglected in thedlitee where copredication leads to
unacceptable examples and they give, for examplg,insights into the distribution of
deverbal nominal readings and the constructioroberent contexts.

Chapter 2 introduces the different reading categomvailable for deverbalung
nominals in German. As shown in Table 1, speciaiswteration is given to non-
eventive cases that are marginalized by many ndinati@an theories.
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EVENT Messungmeasurement’
RESULT STATE Verschmutzungpollution’
ABSTRACT RESULT| Ubersetzundtranslation’
RESULT OBJECT Erfindung ‘invention’

MEANS Laftung‘air conditioning’
AGENT Bedienundgwaiter/waitress’
COLLECTIVE Verwaltung administration’
LOCATION Reinigungdry-cleaning’

Table 1. Categories aingreadings

The category of results is further subdivided, beeathey were found to differ
according to the amount of resultativity they inxal some results are, for example,
actually created through the event (eBgbauung‘construction’), while others have
already existed in different form (e.gieferung‘delivery’, Ubersetzundtranslation’).
Accordingly, it will be shown that these subgroinase grammatical effects. The focus
on -ung nominalizations is accordingly motivated by thaigh semantic flexibility and
by the fact that compared to other derivations li&e and -erei nominals,they can
appear in copredication. Chapter 3 introduces wdiffe kinds of modifiers and
predicates that, through their selectional restms, serve as reading indicators on
different contextual levels. They are exemplaribrifred as such through collocation
analyses within theosmascorpus and are then complemented by other (eminad)
forms, which can serve as indicators as well, flkeexample sense relations and NP
coordination.

Chapter 4 draws upon web and corpus examples @ Bbwr deverbal nominalizations

are used in context and how they are picked umagadiscourse. It is shown that their
reading can change throughout the discourse —se o& copredication we even find

incompatible reading indicators within the sameteece and modifying one nominal

form, which is not always acceptable. These exasnpégve as the foundation for the
evaluation of existing theories regarding meaniagation in Chapter 5. It is argued

that theories cannot predict the different constsaior copredication, if they only focus

on the flexibility of nominalizations, such as, fekample the Two-layer Semantics
(Bierwisch 1989) and the Generative Lexicon (PostE{y 1995). Furthermore, it is

assumed that in order to prevent sortal mismattireesontext can be enriched in terms
of predicate transfer (Nunberg 2004), which is ekxmgd in detail in Chapter 6. In

Chapter 7 it is shown that this analysis can hesfeared to copredication with deverbal
nominals, but that it has to be amended with aoliili constraints specifically for this

phenomenon.

Finally, different copredication examples are exasdiin Chapter 8 as to what affects
their acceptability — a question not addressed dtaitl yet, since copredication has
rather been considered a generally possible canigtnufor some nouns. It is assumed
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here that a variety of factors play a role for tiseg copredication: for one the
combination of reading indicators, because onlynesand/or results can be combined,;
but also their positioning within the sentence,tlas structural and in some cases
temporal disjunction of the indicators is decisigelicensing copredication. Moreover,
the relation between the properties assigned bynthieators is shown to be crucial for
copredication. The latter factor is termed predicaherence, because it is assumed that
discourse coherence relations are not only estedalidbetween sentences, but also
crucial for copredication. The acceptability of Busentences is shown to form a
continuum and the interplay of different constraiit finally codified in the weighing
of these individual factors. This creates a basisflirther empirical studies of this
matter.

The conclusion then points out the cross-linguistability of said phenomenon and its
constraints and hints at possible language spetiffierences. Also it is shown therein

that an ambiguity test based on copredication eammiproved through these constraints
and that they allow to draw conclusions concerrting relation between readings,

which may function as a complement to the discusisearies on meaning variation.






1. Introduction

In this thesis, | will deal with the meaning vaitet of deverbal nominals in context.
This chapter will introduce the reader to the uwsdl questions concerning this
phenomenon | am going to address. Deverbal nomilsed by the suffixeser, -erei
and-ungin German, can refer to the events expressedebydtbal base and nominalise
them. Moreover, they serve to refer to a varietgtber entities related to the event such
as objects, locations, collectives etc., as exdimaglin the small text in (1).

(1) Paul hatte genug von dAbkassierereiim Hotel: er beschwerte sich bei
der Bedienungund frihsttckte dann lieber in ein@éackerei. Dann ging
Paul noch in einBuchhandlung und kaufte sich eineReiseflhrer und
die Ubersetzung eines japanischen Romans. SeBewunderung fiir
dieses Land war wirklich gro3 und er fragte siche die Bebauung
seines Grundstiicks dort voran ging. Paul stied\uts zu seinentahrer,
welcher die Hand vorhenker nahm, um dieZindung zu betéatigen. Ob
die Absperrung der Stral3e wohl bereits aufgehoben war?

‘Paul had enough of theashing in (event) at the hotel: he complained to
the waiter (agent) and then had breakfast ibakery (location). Then
Paul went to &ookshop(location) and boughttaavel guide (object) and
the translation (object) of a Japanese novel. Hidmiration (state) for
this country was really huge and he wondered hoevdévelopment
(event) of his lot was proceeding. Paul got inte ¢ar, and his driver took
his hand off thesteering wheel(object)to start theignition (object): He
wonderedwhether theobstruction (state)of the streehad already been
suspended.’

Although the suffix-ungmight be outstanding in this respect, the semdietkability of
deverbal nominals is not a peculiarity of Germahe Bbove suffixes have counterparts
in English and French (for exampler/-eur, -ery-erie, -ment,-ion/-ment,-agetc.),
whose derivatives follow very similar reading patte (events, agents, locations etc.).
Although | will focus on German in this work, | et the observations made here to
apply to other languages in similar ways.

How to account for this variety of readings and hbe semantics of the base verb, the
contribution of the suffix, patterns in the conaggtsystem and contextual mechanisms
collude here remains an unanswered question. Sesned concern the classification of
this kind of ambiguity, that is, whether and hovest readings are related and how
these relations can be represented. In additioirghwdf these readings are stored in the
lexical entry or structure and which ones come abgundependent mechanisms such
as meaning shift is not a trivial matter. | willadevith these issues in an indirect way,
namely by considering the behaviour of deverbal inafa within specific contexts that
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suggest two different readings for one nominal fofocopredication) — an area
neglected with respect to nominalization to dateese specific considerations at the
semantics-pragmatics interface might then give meypulses for the more general
classification aspects of deverbal nominals. Befalescribe my approach in this thesis
and the specific issues | will deal with in moreaile | will locate my considerations in
the general research area of deverbal nominalizatMominalizations have raised
guestions in many different linguistic disciplind$iey are interesting for syntax, since
they can express the meaning of a whole sentenuwk;age intertwined with the
argument structure of their verbal bases. In additthey are a subject matter for
morphology, since they are derived from verbs bffixation and are obviously
interesting for semantics, since they display mdiffgrent readings.

There are different strategies to explain the megamariation of deverbal nominals:
Syntactic or structural approaches, such as GrimsfE090) and Alexiadou &
Grimshaw (2008), have claimed that the ambiguityhese nominals is systematic and
hence not stored in the lexicon as they see ity Hssume that a single underspecified
structure is inserted into different positions leé ihominal’s structure, so that different
readings have different structures. The heighthef guffix insertion is hence decisive
for the kind of nominal and, due to the fact thaing suffixes are ambiguous between
the two insertion positions or even homonymous rGhaw 1990), we get different
readings. The contribution of the suffix is henoé semantic but structural according to
these theories.

In contrast, recent lexicalist approaches, suchLiaber (2004), Melloni (2007,
following Lieber) and Plag (1998), have emphasitredsimilarity between polysemy in
the simplex and the complex lexicon: Accordinglyfixas also have (polysemous)
meanings that are stored in lexical entries (inbkrés case in the form of bipolar
features) and combine with the semantics of thee.bls contrast to the structural
approaches, affixes are considered to make a sEm@nitribution and are not only
structural devices. Hence the syntactic propertieslerived nominals are seen as
dependent on these semantic features.

The question where idiosyncratic and systematicnphmena in general and word
formation in particular are located in the languagstem goes back to the seventies:
The debate started out between Chomsky’'s (1970)sfwamationalist/syntactic
hypothesis, on the one hand, and the lexicalistotingsis (e.g. Aronoff 1976,
Jackendoff 1975, Motsch 1977) on the other, andimoees today. The main question
concerns the aspect whether phenomena operatilgnwite word and outside of it
differ considerably (lexicalist view) or not (trdosmationalist view). Consequently, the
concept of the lexicon and the syntax is spelledimuotally different ways as is the
division of labour between them as far as word f&tian is concerned: on the one hand,
the lexicon basically lists irregularities whileterded transformations from a complex
word’s deep structure explain its characteristars,the other hand, more explanatory
force lies on the lexicon.
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The focus and aim of the different theories on wimmination depends on these basic
viewpoints. Syntactic approaches rather deal whi éventive readings of deverbal
nominals and with their argument structure or lngkmechanisms, while semantic ones
focus on the lexical structure of base verbs, seffiand/or derivatives. The latter
consider a wider range of readings and, for exapke interpretation of postnominal
NPs and contextual clues for disambiguation (Eh&chirapp 2000). More general
semantic theories on meaning variation (with sinmgans and nominalizations, cf. also
Chapter 5) differ in the semantic representatibey tissume, for example whether they
share an underspecified least common denominaimpecating with the conceptual
system (e.g. Bierwisch 1983, 1989, von Heusing€&92@on Heusinger & Schwarze
2006) or have a rich lexical structure where adl thadings are somehow represented
(e.g. Pustejovsky 1995, Asher & Pustejovsky 2000).

| see my thesis in a lexicalist tradition. Neveléss, | want to propose a
complementary approach to nominalization withoutitg to solve the question
regarding how the reading variety comes about awd ihshould be represented: | will
look at deverbal nominals from a semantic-pragmadtiat of view, which means | will
focus on post lexical processes concerning théarpnetation and mismatch solving in
context. My aim is hence to bring together the tesearch fields of nominalization and
the semantics-pragmatics interface by concentrabngthe characteristics of the
readings available for deverbal nominals and theerpretation on different levels of
context, namely, the phrase, the sentence and, am, phe wider discourse.
Nominalizations are especially interesting in thiedd because they are, on the one
hand, verbal and situative and, on the other haondjinal and entity-like and hence
allow for very different environments in context.

To be able to discuss the issue of deverbal nomiiimalcontext and to address
problematic cases, | need to provide a detailedrgg®n of three areas: the reading
categories available for deverbal nominals in Germioe contextual clues that
determine these readings, and different contextsekemplify their behaviour therein. |
will not only construe my own sentences to illusrthese issues, but will also use real
examples from a corpus and the web to show, howealy use and interpret deverbal
nominals in context and discourse.

Questions arising in the first area include: Whiehding categories should we assume?
Can this choice be motivated by grammatical effeétsd, how are the readings related
to each other? The most researched readings anéseaed states due to the syntactic
interest of most theories and the fact that thesmimals have verbal bases. However,
what is then left is a semantically heterogenedasscof abstract and material results,
objects, locations and collectives, as exemplifired2)—(6). This group is still widely

neglected in the literature (apart from some exoaptas e.g. Bierwisch 1989 for

German), but crucial for a semantic-pragmatic theorder the assumption that these
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forms are not just stored in the lexicon as sualt, dome about by a productive
process.

(2) Die Erhéhung betragt 50 Euro.
‘The increase amounts to 50 Euro.’
= abstract result (value)

(3) Die Ubersetzung liegt auf dem Tisch.
‘The translation is on the table.’
= result object

(4) Die Luftung funktioniert nicht.
‘The air-conditioning is out of order.’
= means (object)

(5) Die Verwaltung hat angerufen/ist im Urlaub.
‘The administration has called/is on holiday.’
= agent/collective

(6) Paul arbeitet in der Niederlassung in Stuttgart.
‘Paul works in the branch offiéén Stuttgart.’
= location

Intuitively, not all of them should be treated orpar, since they seem to differ very
much: We have abstract and material objects, estit, which all stand in different
relations to the result. Hence, the distributiondeiverbal nominal readings will be
reconsidered for my purposes, since semantic geaoften deal with results only as a
homogeneous group (e.g. Ehrich & Rapp 2000) oresaprt all these readings in a
similar way (e.g. Bierwisch 1989).

The second area concerns the question regardingoahajive rise to the interpretation
of a nominal as event, result etc. in context. German, Ehrich & Rapp (2000) have
hinted at default means to indicate a specific irepth context, namely modifiers like
Englishtedious(for events) anded (for objects) or verbs likénish (for events) and
destroy (for objects). | will call these contextual cluémdicators”, since their
selectional restrictions indicate one of the regslifor the nominal in context, and | will
exemplify the indication process in context.

With these considerations on readings and theicators as a basis, | will be able to
show that the process of interpreting a nominaantext is not always straightforward,

! Melloni (2007) brought to my attention the genemaflect of this group in literature, not only for
German. She calls this group “referential nominalsti covers a vast amount of readings in her wark o
Italian.

Z Literally: establishment, settlement
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which means, there is not always one clear adjandiator matching only one reading
of the nominal: these issues are also importantdopus linguistics and the automatic
annotation of nominals therein. Since some of tidcators can select for different
readings in isolation, | will consider whether tlmntext they appear in can

disambiguate them. Moreover, | will show that thare also indicators that operate in
wider discourse, like, for example, bridging anasserelations, which have not been
dealt with in the literature up to now. Such meahmdication hint at the fact that it is

worth looking at nominalizations in (wider) contetd not just with respect to their
architecture or their behaviour within a phrase.

The main phenomenon | will deal with in this worls@ hints at the idea that a
compositional view, where we just have to interphet indicator nominal combination,
is too simplistic: In many cases we get a mismasaie it is possible to have two or
more competing reading indicators that apply teelectional restrictions to one and the
same nominal. An example for this is provided iy (vherefinfminttig ‘five-minute’
refers to the event of measuring, whalef zwei Stellen gendaccurate to two decimal
places’ selects for the value reading of the nohffessungmeasurement’.

(7)  Die funfminttigeMessung ist auf zwei Stellen genau.
‘The five-minute measurement is accurate to twardal places.’

Following Pustejovsky (1995), | will call this ph@menon copredication. This term
describes the fact that modifiers and predicateging over different semantic domains
(events, states, objects, locations etc.) can melneously predicated of the same
noun, although they indicate different readingsiforhus, the term copredication does
not cover cases, where we have two (or more) paédits for one noun in general, but
only if two different readings are indicated by rtheThe question to be answered is:
How can we interpret a nominal if there are twdedént indicators that impose their
competing selectional restrictions on it? An anstedhis question would also address a
challenge for the annotation of corpora, in whielvetbal nominals appear (cf. Heid et
al. 2007). Intuitively, one of the predications misl if we have two such indicators
for one token of a deverbal nominal. How, then, campositionality be preserved?

Copredication has often been used as an ambigstyta show how autonomous two
readings of a word are, as in example (8) by C(2682), where the two readings of
expire (‘cease to be valid’ and ‘die’) do not allow th&ructure, since they are
antagonistic, i. e. one excludes the other.

(8)  ??John and his driving license expired last Thaysd

Like many ambiguity tests as e.g. the identity msthe truth-functional test (cf. the
discussion in Geeraerts 1993 and Zwicky & Saddofk5}), this one leads to
inconsistencies as shown in example (9) by Biedw{4®83), where we have the same
combination of readings for a. and b., but a défexe in acceptability.
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(9) a. Die Schule, die neben dem Sportplatz liegt,eva@n grof3eren Betrag
gestiftet.
‘The school that lies next to the sport’s field lhasmated a major amount.’

b. ?Die Schule liegt neben dem Sportplatz und (s&t)einen grél3eren
Betrag gestiftet.

‘The school lies next to the sport’'s field and (ias donated a major
amount.’

We also find unacceptable copredications for dealanbminals: Although we have an
event and a result indicator for the same nomisaina(7), (10) is not acceptable.
Consequently, there must be more to the licensingppredication than just the two
readings involved.

(10) 7?Die funfminitige Messung liegt im Muill.
‘The five-minute measurement lies in the trash.’

Hence, one of the most important questions in wWosk will concern constraints on
copredication — a question that is widely negleatethe literature up to now and is
not only important for the improvement of Crusedstt but also for a general theory and
analysis of copredication with implications for ttepresentation of deverbal nominals.
I will show that the few theories dealing with cegication might have an explanation
for copredication, but that they cannot accounttf@ unacceptable cases and must
therefore be complemented — a task, | am goingltivesss in this thesis. There are, for
example, underspecification accounts for copreitinate.g. Pustejovsky 1995, Hamm
& Solstad 2009), which propose a solution in temfidocal disambiguation (in the
phrase and outside of it), but without posing caists on this phenomenon: They
cannot explain or predict unacceptable combinationf readings, since
underspecification would potentially allow for ahmbinations.

My aim is hence to propose an analysis of copréidicaexamples, especially with
deverbal-ung nominals in German, which only predicts acceptaxamples. Existing
theories focus on the flexibility of the nominakrh; | will base my assumptions on a
pragmatic approach to meaning shift in generalctvtiocuses on the question which
part of a sentence has to be shifted if we havésenatich like, for example, in (11) and
(12) (Nunberg 1995, 2004).

(11) The ham sandwich is at table 7.
(12) | am parked out back.

It is clearly not the speaker that is parked owkbéecause he is in front of the hearer,
and a ham sandwich is not able to pay. Intuitivelg,would want to use the metonymic
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relations between cars and drivers or food andoousts to shift the nominal to a
matching reading by shifting the reference. Nunbestead uses a pragmatic principle
based on the same metonymy to accomplish this saskalled “predicate transfer”. He
enriches the predicate instead of the nominal tadaa mismatch. For (9) this would
look like (13), where the predicapmrked out backeferring to cars is enriched to a
property of human beings.

(13) | am {the owner of a car that is [parked out b&ck]

By applying predicate transfer to examples likes tiNunberg does not have to act on
the assumption that the nominal is shifted, bectiuse, he claims, one should be able
to coordinate a second modifier applying to casang14).

(14) 72l am parked out back anthy not start.

I will consider in this thesis, whether such a piite can also account for other
mismatches as in copredication with deverbal nolmjnahere we have a conflict
between two reading indicators. Other theories $amu shifts applying to the nominal,
whereas Nunberg uses predicate transfer to expdguredication structures with simple
nouns, e.g. for authors and their books as welh §55).

(15) a. Rothis Jewish and widely read.
b. Roth is Jewish and {a person whose books amelywiread]}.

Here, the first indicator determines the nominagading for the whole sentence and
hence the second has to be enriched to matchdneements of this indicated reading,
as shown in the b. example. | will show that we cae this mechanism to explain
examples of copredication with derived nominalsvali. The question then pertains to
what we can learn about predicate transfer by apply to deverbal nominals (and vice

versa). Nunberg’s mechanism was designed to avoits $rom objects to objects, but

as | will show in this thesis, it can also be usedexplain shifts between event and
result indicators in copredication: in this casejradicator that creates a mismatch with
the nominal’s first indicated reading can be adjdsto resolve the mismatch without
shifting the corresponding nominal. Accordinglywill establish new domains for this

mechanism in this thesis.

However, as predicate transfer is a very genem@jmpatic mechanism, we also need
constraints to make sure that it does not overgeéadike other theories, that is, that it
avoids arbitrary shifts, no matter in which contekMunberg uses two necessary
concepts: i) salience, a more general principl¢é takates two domains, e.g. cars and
drivers, and ii) a context-dependent constraint #llaws predicate transfer if the new
predicate is noteworthy in the utterance contekgt tmeans it is helpful for the

classification and identification of the bearemy(efor the driver, that his car is parked
somewhere). | will show that we can modify thisngiple to constrain copredication,
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especially with deverbal nominals, and that we nagdgitional constraints, which will
give new insights into the reading distributiondaverbal-ung nominals and their use
in context in general.

These constraints will show that the acceptabiiitycopredication depends on the
combination of reading indicators involved (theuased readings in this work and their
relations hence have grammatical effects), ondbation of these reading indicators in
the sentence structure, and on a special kindlegremce, which does not exist between
two sentences, but between the properties assignée nominal. | will hence predict
the possibilities and limits of predicate transég@plication for deverbal nominals and
derive characteristics from their behaviour in thesructures. The related four main
issues | will deal with in this work are hence 11¢ teading inventory and distribution of
deverbal -ung nominals, 2) the different means and processesetermine these
readings in context (indicators), 3) copredicatmases with a conflict between two
different indicators, and 4) the constraints fas structure.

In Chapter 2, the first chapter of the body of thissis, | will introduce the semantics of
deverbalungnominals in German. Since | focus on their charattes and their use in
context, | will give an overview on theories deglwith restrictions on their formation
before | describe and exemplify the different regdtategories | assume and compare
their characteristics. | will pay special attentionthe non-eventive readings, which are
only insufficiently researched for a semantic-pragjmapproach up to now. Based on
these properties, | will motivate why | focus amg nominals in comparison to other
deverbal forms oner and-erei and | will show what their readings have in common
with similar meaning variations of simple nouns safioo] book etc. and how they
differ from them.

In Chapter 3, | deal with different reading indmat by introducing the characteristics
or selectional restrictions that make them indi@at®rtain reading and the composition
of phrases and sentences with them. For some ¢hsss, intuitive assumptions will be
verified with cooccurrence analyses from a corfisese will also show that there are
ambiguous indicators and | will propose ways we @s@ to determine a reading in the
context in which they occur. Moreover, | will corepient the inventory of indicators
with contextual clues different from modifiers apcedicates, such as sense relations
and bridging structures, which have not yet beestuwdised in the corresponding
literature.

In Chapter 4, | will use the reading labels andaatbrs introduced in the preceding
chapters to label corpus examples for deverbal nalsiin discourse. These examples
will provide an overview of the use of deverbal noats: Namely, we can have
different occurrences of a nominal or an anaphpranoun referring to it where the
reading is preserved throughout, and others wheretonoun is modified by a new,
mismatching indicator. This latter kind will lead to the special case of copredication,
where the reading change appears to occur in otiéhensame nominal form. | will
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illustrate copredication in detail with more (attsl) examples displaying different
structures and, finally, | will give examples fonacceptable copredications. This
collection will serve as a list of issues for thedries | will discuss in Chapter 5 and for
my own approach.

In Chapter 5, | will discuss two theories that deah the meaning variation of deverbal
nominals in general, but classify nominalizationsdifferent ways: one based on the
concept of a generative lexicon (Pustejovsky 198%) another one assuming a two-
layer semantics (Bierwisch 1983, 1989). Both foomsthe nominal’s flexibility to
explain why we can have copredication examplesll siwvow where they would have to
be complemented in order to be able to accounttiferexamples from Chapter 4,
especially for the unacceptable ones. Then, | miflvide a detailed orientation of
different meaning shifts based on Nunberg’'s theofypredicate transfer and the
phenomena he attempts to explain in Chapter 6.

In Chapter 7, | will then extend the scope of aggilon of Nunberg’s theory: | will
show how predicate transfer can serve as an alteena@nalysis for deverbal nominals
in contexts such as copredication, where shifts assumed to apply to avoid
mismatches. | will modify and complement Nunberggscepts for this specific area to
establish an analysis of copredication with devenoeninals that does not affect the
nominal and therefore paves the way for a systenpaédiction of constraints on this
mechanism, which | am going to provide in this the3hereby, | will establish the
licensing of copredication as a research topit¢sirown right in contrast to its treatment
as a general characteristic of certain nominatherliterature.

In Chapter 8, | will finally focus on the constrtsrfor copredication, a domain that has
not been taken into account in detail up to nowilll systematically compare different
acceptable and unacceptable copredications andedaeferences and constraints from
them: These will concern, firstly, the reading gatges indicated, secondly, the
structure of the sentence, i.e. the impact the f$owh indicators involved, their
positioning and the temporal structure have oratserence, and, thirdly, the semantics
of the indicators, i.e. the properties they assaythe nominal and the relation between
these properties. Then, | will show how these diifié constraints interact and will
weigh them according to their presumed effect areptability judgements as a basis
for empirical studies.

In the conclusion, | propose some implications fitre design of semantic
nominalization theories and ambiguity tests witipreadlications. Moreover, | will give
an overview on similarities and possible differende other languages and propose
some connecting factors for empirical studies withis area of research.
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Out of the vast field of ambiguity phenomena ingaage and in particular in
derivational morphology, | have chosen nominalsveer from verbal bases by means
of suffixation with -ung for this work. In order to explain my motivationtied this
choice and to provide the information necessaidigouss special issues concerning the
disambiguation of these deverbal nominals, thisptdraintroduces the semantics of
-ung nominals: | will first give an overview on their foation and interpretation
potential and then explain the labels | use andttegall distribution of readings before

| compare them to other nouns with respect to tmeianing variation in context. These
readings enter the composition process of phr&3eapter 3) and sentences (Chapters 3
and 4), where they can be indicated according mbextual clues.

2.1 Conditions for the formation of deverbal -ungominals

Germanungformations are very productive and seem to be fleryble as far as their
bases are concerned, but they are not unconstresimacke the focus of this thesis is on
the interpretation of deverbaling nominals in context rather than their internal
structure and derivation, | will only give an ovew of the conditions and restrictions
for their formation observed in the literature, dref | describe the reading categories
available forungnominals in 2.2.

The clearest constraint concerning the verbal biamsgist be thatungdoes not apply to
modal and auxiliary verbs as in (16) (cf. Esau )9W&h some exceptions faWerdung
‘becoming’?

(16) *Seinung ‘being’, *Wollung ‘wanting’, *Konnung ‘a&ing’, *Missung
‘must-ing’

In the morphological literature since e.g. Esau/@9cf. also the overview in Osswald
2005 and Scheffler 2005) it is recognized thaig has a tendency to take transitive
base verbs, which are often event denoting, noatiher and prefixed (e.g. in
Absperrung‘obstruction’, Ubersetzungdtranslation’, Bepflanzung'planting’). If we, for
example, search for occurrences wfig nominals in theeosmascorpu$ (I list the first
15 occurrences of a subcorpus here), we find exesrgd in (17).

% Scheffler (2005) notes thaerdungexists inMenschwerdungbecoming human’ Bewusstwerdung
‘realization’, literally “becoming aware'Fleischwerdungincarnation’, literally “becoming flesh”.
* www. https://cosmas?2.ids-mannheim (@S Mannheim)
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(17) Ausstellundexhibition’
Berucksichtigungconsideration’
Berechnundcalculation’
Betreuundgsupervision’
Meinung‘opinion’
Flexibilisierung‘flexibilisation’
Forderung‘request’
Unterstiitzungassistance / support’
Zahlung'payment’
Schaffundcreation’
Verkirzungabbreviation’
Forderung‘advancement / aid’
Meldung‘announcement’
Beschworungnvocation’
Inszenierundorchestration, staging’

Although many of these examples fit into the nampatiern, we find exceptions, as e.g.
non-prefixed forms such &chaffungcreation’ andFérderung‘payment’, lexicalized
forms such asMeinung ‘opinion’ that do not have an event reading (astenot
anymore), but also transparent forms with non-itemes bases such aZahlung
‘payment’ for example.

Such exceptions suggest, that the semanticsirgj might be more complex so that
generalisations made according to more generalalads distinctions (e.g. transitivity,
but also telicity, creation etc.) fail to some ewuteTherefore | see an advantage in a
more recent approach by RoRdeutscher & Kamp (20d@n their consideration of a
more detailed internal structure of the base veiich allows them to model more
subtle differences. They claim that there are feaeptions for the transitive tendency
on the intransitive side (still allowinging such a€rgrauung‘greying’ andErmidung
‘tiring’), but many on the transitive side (cf. (38which is rather surprising.

(18) *SchielRung ‘shooting’, *Kochung ‘cooking’, *Wischg® ‘wiping’

Hence, it cannot be transitivity alone that allowsgto apply. They observe that, out
of the group of intransitive base verbs, the un@rgaones fail in taking-ung
(*Arbeitung ‘working’, *Reisung‘travelling’), while state-changing verbs asmiden
‘tire out’ allow it.

However, even if there seems to be a change @& stabdlved in a certain event, more
subtle factors can prevent the formation of ang-nominal: we often find verbs with
very similar meaning, where only one can form -ang nominal as, for example,
wischen‘to wipe’ andséaubern'to clean’, suggesting that general semantic véaibses
are not decisive here. However, such verbs may mmre subtle differences: according

® In fact, we findWischungwiping’ in German, but only in specific vocabuare.g. concerning leather.
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to RolRdeutscher & Kamp (2010), we can fd&@uberungcleaning’, since the event
causes a state of being clean, but ndMischung'wiping’ even though both nominals
describe similar actions and both share the interdhat the affected theme is clean
after the event. The idea is théischunghas a manner root and therefore the changed
state element is not accessible fang in the structure although the verb has telic
semantics. In (19) | list more of their examplesrfominals derived from what they call
bi-eventive verbs.

(19) Benotun§ ‘grading’, Bildung ‘education’/formation’, Sammlung
‘collection’, Trocknung'drying’

Independently of a framework as specific as thgn@ ideas from DRT and DM) and
the actual representations therein, | hope to Isnsvn, that clear conditions for the
formation of deverbal uhg nominals might be more complex than the obvious
tendencies on base verb semantics suggest.

I will now consider whether there are restricti@mstheir interpretation, i.e. on what can
serve as referential argument of the possible fooms before | describe these readings
in more detail in section 2.3. Except for some daksed forms (as e.giVohnung
‘apartment’), the event reading, i.e. the refesdrdrgument of the base verb, is always
available. In the following, I will show that thevailability of other referential
arguments depends on the specific nominal andlilea¢ are restrictions which are not
trivial.

As shown in (20), the nominabsperrung‘obstruction’ can refer to the referential
argument of the verb (a.), to the resulting stdtdeng blocked (b.), to the object
constructed during the event (c.) and to the aiyemery specific situatiors but not to
the theme, which could e.g. be a street.

(20) Die Absperrung
a. dauerte zwei Stunden.
b. wurde zwei Tage aufrechterhalten.
c. war aus Metall.
‘The obstruction
a. lasted two hours.
b. was maintained for two days.
c. was made of metal.’

® For the impact of the prefiie- on the acceptability of forming anngnominal, see also RoRdeutscher
& Kamp (2010), who show thabe- has different impacts, depending on the verbalctire: cf.
*Bereisung be-travelling’ vs.Bearbeitung be-working’

" Imagine, for example, a situation, in which soneebas illegally blocked a street. We could refetht
person having done this bgchau mal da driben, die Absperrung wird verhdftebk over there, the
obstruction is being arrested.” However, this uselépendent on a very specific situation compaved t
more conventionalized agentive readingsvaswaltung‘administration’ orLeitung ‘management’ (cf.
section 2.3).
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However, the theme argument of the verb is not igdiyeexcluded forrung nominals,
as the exampleieferung‘delivery’ shows: A delivery can refer to the eveout also to
an object, e.g. to the parcel, which correspondsg¢dheme argument of the base verb.

According to the bi-eventiveness condition statedeh all-ung base verbs involve
states caused by them, but that does not imply-tiveg nominals can refer to them:
Lieferung ‘delivery’, for example, does not have a statedimeg In contrast to atelic
verbs, telic events with a result state would bauiiively predicted to have a
nominalization with a result state reading, as @tyvag leeren‘to empty (something)’.

In contrast, the corresponding nomilaerund ‘clearance/emptying’ does not have a
result state reading (the state of being emptie@arman, as shown in (21).

(21) ?Die Leerung der Milltonnen [hielt nur einen TadkasuLT sTATE
‘The clearance of the waste containers persistédfor one day.’

Hence, there is no argument position of the vedt th principally excluded as a
referential argumentfor -ung nominals in general. Apart from that, it remainslear
why and when some readings are excluded for spdafms as for example in (21):
some-ungnominals can only refer to the referential argunadrihe base verb, i.e. they
only have an event reading.eferung ‘clearance’), some also to the resulting state
(Vergiftung ‘poisoning’) and others have an object readingaddition @Absperrung
‘obstruction’) or insteadbersetzundtranslation’) for example as we will see in more
detail in the following section.

Many people (e.g. Ehrich & Rapp 2000, Demske 2@&Mn 2001, Knobloch 2002,
Bierwisch 1989, 2009) have tried to predict thednegs specificcung forms refer to
according to the (mostly decompositional) meanihgheir base verbs lately, but an
approach with less exceptions would be preferrédflealso the evaluation in Osswald
2005 and Scheffler 200%j. RoRdeutscher & Kamp (2010) again attribute the
restrictions on referents to the type of root (blas® a Distributed Morphology
framework), i.e. it is decisive whether the nominads a sortal Bestuhlung
‘seating/installation of seats’: event, state argect reading) or a property root
(Schwachungweakening’: event and state reading). However,ttesy admit, this
distinction is not enough to cover the data, eay.explain, why sortal root-based
Mischung‘mixture’ does not have the predicted state readingontrast to sortal root-
basedBestuhlungseating/installation of seats’.

As far as ambiguous base verbs are concerned,xtberece of another derivational
form for the base verb blocks a certain readingame cases, for example in doublets

® This example is taken from Scheffler (2005: 7)tdNthat the prefixedEntleerung‘disposal’, literally
‘entemptying’, does also not have a result state ngphioth have transitive base verbs in German).

° .ungnominals can also refer to means or locations awileee in section 2.2.

19 One reason for this might be the overlap of thivadorms and the vast amount of fossilized forms
here, which add exceptions.
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such asBeziehungrelation(ship)’ andBezug'reference, (seat-)cover’, where the two
forms refer to different senses of the base verb.

Although it is obvious that clear conditions on tfemation and interpretation of
deverbal nominals are a very important issue, Hier gurpose of this thesis it should
suffice to state the above tendencies and to memiiat the complex semantics of the
base verbs seems to be decisive here. | will ratbhecentrate on the fixing of these
nominals’ readings in context, that means on how cheose from the available
readings of a specific deverbal nominal. Therefovell leave the systematic prediction
of -ung nominal readings open for further reseatcand | will concentrate on the
description of these readings in the following settather than on a thematic role grid.

2.2 The readings of deverbal -ung nominals

The nominalizatiorNominalisierung'nominalization’ itself shows thatung nominals
often have more than one reading. In (22), the namrefers to the event of
nominalising and in (23) to its outcome, namelydlready nominalised form.

(22) Die Nominalisierung des Verbs fiel dem Deutschsahsichwer.
‘The nominalization of the verb was hard for tearher of German.’

(23) Indieser Arbeit werden Nominalisierungen wWiesperrunguntersucht.
‘In this thesis, nominalizations likabstructionare examined.’

Although the situative (event and state) readingsnglified in (22), (24) and (25)
might be the most manifest readings of the verlethasing nominals, deverbal
nominals with-ung can also be interpreted as several kinds of esmtitiat have to do
with the event (in these cases results) as indAd)(26).

(24) Die Lieferung des Pakets [dauert 3 Tage]r-
‘The delivery of the package takes three days.’

(25) Die Verschmutzung der Meere [ist besorgniserreesd.t state
‘The pollution of the oceans is alarming.’

(26) Die Lieferung [liegt bereits auf deinem SchreithilkesuLT osiecT
‘The delivery is already on your desk.’

" This issue concerns the linking of verbal and mahiargument structure in general, i.e. also the
interpretation of postnominal genitive NPs. Ehr&HRapp (2000) assume that if the lexical semantic
structure of a verb involves a change of stateipadel, only the highest ranked effected argumehtbei
part of the nominal’'s argument structure, whilé iloes not, all arguments will be part of the angumt
structure. However, this theory does not coventhele range of data; cf. Scheffler (2005) and Oddwa
(2005).
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In (24), Lieferung‘delivery’ can be interpreted as an event sindeag certain duration
and a theme that the event applies to (I will cotoecontextual clues for the
interpretation of these nominals in Chapter 3)sTd@ntence can be seen as the nominal
counterpart to the sentendes dauerte 3 Tage das Paket zu liefétriook 3 days to
deliver the package’. In (25), the deverbal nomneéérs to a state that is accomplished
by the event ofverschmutzerto pollute’, hence the ocean is in the state ohde
polluted, and in (26) we refer to a package, i.phgsical object, since an event cannot
lie somewhere. Moreover, there can be other reanlisparticipants in the event, which
the-ungnominals can refer to. | will give a list of theatbng categories | deal with in
this work in Table 1, each accompanied by a nomthat can display, but is not
necessarily limited to this reading.

EVENT Messungmeasurement’
RESULT STATE Verschmutzungpollution’
ABSTRACT RESULT| Ubersetzundtranslation’
RESULT OBJECT Erfindung ‘invention’

MEANS Laftung‘air conditioning’
AGENT Bedienungwaiter/waitress’
COLLECTIVE Verwaltung administration’
LOCATION Reinigungdry-cleaning’

Table 1. Categories aingreadings

We find these readings in phrases suchdas durchgefiihrte Messuhghe conducted
measurement’,die besorgniserregende Verschmutzutige alarming pollution’, flie
fehlerfreie Ubersetzuiidthe flawless translation’,die robuste Erfindurig'the robust
invention’, [die kaputte Luftunjg‘the broken air-condition’, die hibsche Bedienuhg
‘the beautiful waitress/service’, die gestresste Verwaltuhg ‘the stressed
administration’, {lie zentral gelegene Reinigynthe well-located dry-cleaning’. The
categories in Table 1 might not constitute a commgnsive list?, although this list
includes more readings than other accountsutwy do (e.g. Ehrich & Rapp 2000,
RoRRdeutscher & Kamp 2010, Bierwisch 1989), basgidadicause in contrast to them my
thesis focuses on their meaning variation in caraexi not specifically on their coming
about in derivation.

As we can see, all of the readings are somehowuectkta the event: We can refer to the
means to conduct the evehfiftungis a device for air conditioning), the locationevé
it takes place, the agent or collective who usueadlyries it out and to results brought

2To my knowledge, there are no additional categdriethe literature orung but Melloni (2007) adds
some for similar Italian suffixes as e.gientoand aggio, e.g. PATH for examples analogous to English
the extension has exceede@xsweitungin German), which | will count as abstract requtilue), or
MANNER and TEMPORAL readings as imis irresponsible administration (of the firnand inthe
feeding occurs 2 times a dayhich are special kinds of events in my opini¥erivaltungandFitterung

in German). Moreover, | will not deal with FACTIVES inJohn informed me of the suspension of the
celebrationgVerschiebuny since they underlie more general principles Nilloni 2007 and 8.1).
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about by the event, namely states, absttacind material entities E¢findung
‘invention’ can refer to the invented object it3elMany of these labels are familiar
from literature on the subject, but | added or didd some of them, since we can e.g.
have abstract and material results of an eventclwhwill be crucial for the
interpretation in context. These are not theta ladbels, at least not all of them, but they
rather constitute ontological categories, to whicimg nominals can refer. | will
describe my assumptions about them in more detdildéstinguish or compare them to
other labels, starting with the event and participan the event like e.g. means and
agents.

The category event corresponds to the referentgainaent of the base verb and is a
hypernym for all eventive readings. | will hencet dastinguish events (as opposed to
processes), processes, accomplishments, achievewreattivities (cf. Vendler 1957),
since for my purposes, the difference between exeaind non-eventive readings will
be crucial.

Apart from the event itselfung nominals can also refer to participants in thatnéve
Instead of the common theta role label “instrumghtise the more general “means”
(cf. Bierwisch 1989) to refer to physical or maatmbjects that do not result from the
event, but are used to carry it out such as, famgte,Liftung ‘air-conditioning’ or
Heizung'heating’. This reading category is generally eetgd in literature, although it
is a frequent reading for deverbal nominals (ndy am German, but also in French and
Italian for example, cf. Fradin 2008, Melloni 2007)ng nominals can also refer to
human agents (individuals or collectiV®sof the event and to locations, where this
event is usually carried out (if there is a cormegpng event reading, cReinigung
‘dry-cleaning’ and Schneiderungtailoring’). These readings are labelled in amggido
simple noun readings as stated by Bierwisch (1883)ouns likeSchule'school'.

Apart from participants in the eventingnominals can also refer to states, abstract, and
material entities coming about by the event. Alktleém are results, but they can be of
very different natures and hence | subdivide thiegory for my purposes (in contrast
to Ehrich & Rapp 2000 and Rof3deutscher & Kamp 2@y only deal with result
states and material results). Result statsisould be available for aling base verbs,
but as mentioned in section 2.1 this does not ntleainthe-ung nominal must have a
result state reading, which will be crucial in flelowing. Accordingly, if | claim that
certain-ung nominals do not have a result, | mean that theyatrefer to a result in
language, even though they might have one in thddwAs far as their characteristic
features are concerned, states are abstract aport@iniike events, but in contrast they

3 1n this work, | useabstractin the sense of immaterial (in contrast to mateeiafities as physical
objects).

! These individuals and collectives have an instihal aspect in some cases, e.g. when we sayhat t
administration has called or has been criticizelenain its function than as a single person olective.

15| use the label result state to distinguish infr&ratzer’s (2000) “resultant state”, which desesta
state that is not reversible, as eygtrocknetdried’. The result states | describe here canéxwensible
(her “target” states).
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are not dynamic. Examples for this includerschmutzungpollution’ or Verletzung
‘injury’ as the state of being polluted or injured.

Events can also lead to results other than staggscén be referents femung nominals,
e.g. when we translate a text or measure somethhwgfirst differentiation within this
group of result entities is that they can be absteg. like a state, or matefalin the
following, the first category will be called absttaesult and the second result object. In
this regard, one nominal form can have both of éhgges, as the case is with
Ubersetzungranslation’ in (27) and (28).

(27) Die Ubersetzung [ist fehlerhafflstracT RESULT
‘The translation is faulty.’

(28) Die Ubersetzung [liegt auf dem TisgBduLT oiecT
‘The translation lies on the table.’

In (27), fehlerhaft‘faulty’ describes the abstract content of the i@l object, as long
as we do not speak of the wrong paper or the lk&ch is rather uncommon. The
translation can still have a physical manifestatibat someone can read or an oral
translation that he can hear, but in this sentetheenominal refers to the abstract result.
In (28), it can only be the material result objéehich includes the abstract result),
because it is accompanied by the preditiagg auf dem TiscHies on the table’ that
selects for material entities. However, there dse aing nominals that only allow for
one of these readings: | can, for example, Bateilte mir seine Entscheidung n'lite
informed me about his decision’ @ie Ordnung der Bucher darf nicht geéndert
werden‘the ordering of the books must not be changedt,thase abstract results do
not have a physical manifestation. In contrastplastruction can be material, but does
not have an abstract result reading. Accordinglg, mave three general types of
nominals as far as their result entity readingscareerned, exemplified in Table 2.

'® The equipollent feature “material” is inspired bigber (2004), and will not only be used to deserib
her substances/things/essences later on, but\astseand states that are immaterial (cf. sectith 8
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ABSTRACT RESULT RESULT OBJECT
(penible) Ordnung (holzerne) Absperrung
‘(penible) ordering’ ‘(wooden) obstruction’

(schlissige) Formatierunigcoherent) (abblatternde) Bemalung

formatting’ ‘flaky painting’
(gute)Entscheidung (stabile) Verpackung
‘(good) decision’ ‘solid wrapping’

ABSTRACT RESULT & RESULT OBJECT

(fehlerlose, zerfledderte) Ubersetzung
‘(flawless, tattered) translation’

(klare, zerknitterte) Beschreibung
‘(intelligible, wrinkled) description’

(nachvollziehbare, 2-seitige) Gliederung
‘(comprehensible, two-page) outline’

Table 2. Result nominal types

The latter category exemplified in Table 2, namelyminals with two types of result
entities, does often hold for Melloni’'s (2007) “aten by representation” verbs like
Ubersetzerto translate’, which have entities as their résttat are based on an already
existing entity (in this case, the source text).the cosmascorpus’, we also find
slightly different instances with two types of résentities, as exemplified in (29)—(31).

(29) a. Die Bepflanzung im Neubaugebiet wurde langkutiiert.
‘The planting in the development area was disaisea long time.’

b. Wie die Polizei feststellte, wurden Blumenkibetl sonstige
Bepflanzung zerstort.
‘The police noticed that flower pots and othempilag were destroyed.’

(30) a. Die visionare Bebauung zieht viele an Architektteressierte an.
‘The visionary construction attracts many peopteriested in
architecture.’

b. ,Chez Bob" liegt fernab jeder Bebauung nahevarcares—See.
Chez Bob” is located near the Vaccareés lake renfimm any
construction.’

" Examples (29), (30) and (31) are taken fromabemascorpus of the 1dS Mannheim:
http://www.ids-mannheim.de/cosmas2/
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(31) a. Das spiegelt sich auch in der Einrichtung seBi@os (...) wider. Kahle
Wande, nur auf dem Regal hinter seinem Stuhl si@hRahmen mit einer
Bleistiftzeichnung darin.

‘That is mirrored in the furnishing of his officBare walls, only a frame
with a pencil drawing on the shelf behind his chair

b. Orth hat den Speicherboden unrenoviert Ubernemmwei Monate in
Eigenleistung Fenster, Boden, Wande und Einrichtingebaut.

‘Orth took over the attic unrenovated; it took twonths of his own work
to install windows, floor, walls and furniture.’

In (29)—(31), the a. example includes an abstesult reading, whereas the b. example
displays a material object. The abstract ones rekempattern or relationship between
things, e.g. in (31) the whole design of the ro@ndescribed, not only the furniture
itself, and in (29) the design of the whole plagtarea is discussed (not only distinct
plants as in (29)). Here, we are dealing with thrarejement of the things involved.
Another abstract type is a value that is availafde nominals like Messung
‘measurement’ (indicated e.g. uf zwei Stellen genalaccurate to two decimal
places’) orErhéhung‘increase’ (indicated e.g. lyetragt‘amounts to’) and comes into
existence by the event. Hence, we have three Bligiiterent types of abstract results:
the information type (cf. Pustejovsky’s 1995 “intbject”), a value, and a relation or
pattern. All of them will get the label “abstraessult”, while the result states are in fact
also immaterial, but get their own label (resudites}.

As far as the material results, which | term resbjects®, are concerned, | will assume
four subgroups, which share the qualities of benagerial and resultative, but differ in
whether their referents existed before the eventumed. The “purest” result object is
something that came into existence by the evenhhesd readings are often available for
nominals derived from creation verbs, suchBsbauung‘construction’, where the
building(s) did not exist before the event, (&pezial-) Anfertigungcustom product’
(literally: ‘special fabrication’). However, therare also objects that are pre-existent
(just like means to carry out the event), but aitteconceived as coming into being by
the event, because the event considerably chahgesriginal object so that it appears
(almost) as a new entity.An example for this group is the material représgon of a
translated text: A translatiéh(Ubersetzunp event modifies the source text so that it
appears in another language, but this new entityaged on an existing one, i.e. the

8 The label “result object” is in principle analogoto physical object(e.g. Pustejovsky 1995gntity
(RoRdeutscher & Kamp 201Q)roduct (Melloni 2007), but emphasizes the resultative reanf these
readings and | make more distinctions within thisugp, also in comparison to own preparatory worg, e
in Brandtner & von Heusinger (2010).

9 RoRdeutscher & Kamp (2010) also note that theyergferent of nominals likBestuhlungseating’ is
“created”: although the seats already exist, th@year as a new entity through their installatiom¢fion.

0 Ubersetzundtranslation’ could also refer to the pre—existeatirce text, but in this case it is a template
for the translation event, not a result object.
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source text (cf. also Melloni 2007, who uses basb \types to predict the product
readings for Italian deverbal nomind)s

| assume that the same holds for result objectsctiraespond to the pre-existent theme
argument of the base verb, such.egerung‘delivery’: The delivery is the thing that is
delivered, but it already existed before the evéoiyvever, without actually being a
delivery. However, it is resultative in that it ceot be a delivery before the event has
started, i.e. we cannot say something like (32)airontext where no one orders
anything.

(32) ?Wir haben das ganze Lager voller Lieferungenricéenand haben will).
‘We have the whole store-house filled with deliesr(that no one wants
to have).’

The theme hence appears as a new entity as soibrstasts to be delivered, but the
event does not have to be finished, as we carDgay.ieferung ist verloren gegangen
‘the delivery has been gone astray’. Other examptesed on verbs that make
something available (Ehrich & Rapp’s (2000) “Vetbagkeitsverben”), would be

Ausgrabung ‘excavation’ or Entdeckung‘discovery’, where we make something
available that already exists, but was hidden mway or another before the event.

The last subgroup of result objects that | assuaneiy similar to the resultative theme
cases, but the object is a means, which is depémaethe event, but simultaneously
used to carry it out. One example for this groupbsperrungobstruction’: The means
already exists before the event begins, but ibisceived as an obstruction only if it is
used as one. We would hence not denote some pésesod that lie in the street as
Absperrung‘obstruction’ if they are not constructed as sueten though they could
also function as a means to block the stfédthe same holds for other resultative
means, such asAbdeckung ‘coverage’, Verhullung/Verpackung‘wrapping’ and
(ZahnjFullung ‘(tooth-) filling’. How we can distinguish this gup from pure means as
LUftung ‘air-conditioning (device)’ andHeizung‘heating’ above may not be clear at
first sight, but | am of the opinion that the lattiffer from resultative means at least in
two main points: A heating, for example, is alsbeating even if it has never worked
and does not heat. Whereas if it is in the prooés®ating, it does not need an agent to
do that, it only has to be switched on and is thetively doing something. In contrast, a

1 Melloni (2007: 162) lists a) Creation (/Result ©tf) verbs: e.gcostruire ‘build’, b) “Creation by
representation” verbse.g.tradurre ‘translate’ ¢) “Creation by modification” verbs:&tgible/concrete
modification, which is conceived again as a newitgnbn/in an existing object/entity” (e.gorreggere
‘correct’). | subsume representations under modiiftn, since in my view a translation also modifies
source text for example, even if it is only tramedd into another language.

2t is, however, more difficult to judge wheth&bsperrungobstruction’ can denote the pieces of an
obstruction that are really designed just for fhispose, but are not yet constructed as such and &b

the corner. A small survey | did among some nadpeakers has suggested that they would ratherieise d
Teile der Absperrunghe pieces of the obstruction’ or a specificateAbsperrgitter'barrier grate’ in
this case.
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filling or a wrapping really have to be broughtard new form to fulfil their function
otherwise they do not actively fill or wrap someidni

Judging from the different subgroups of result otge | assume that there is a
continuum of resultativity concerning these objdeissuming that creation is the most
resultative action}® Nevertheless, the crucial point is that | will cowll of them as
resultative. Based on the assumptions made irsdugon, we get the picture in Figure
1 for result readings of events, where the arroyohd marks the dimension of actual
resultativity, decreasing from something like ‘apeto come into existence/to be
created’ on the left to ‘comes into existence/msated’ on the right. Remember that the
means category displayed here refers not to pusnsnbut only to resultative means,
which | count as subgroup of result objects.

Result readings

/\

states abstract results result objects

relation/pattern information value

resultativity

Figure 1. Result readings farngnominals

As | made clear in section 2.1, not eveupgnominal has a single available reading as
in Table 1 (although there are some lexicalizedsoa® e.gFernbedienungremote
control’ or nominals likeWohnung‘apartment’, which lack the default event reading,
and Lesung‘reading’, which can only be an event). In theldaling, | will focus on
those nominals that display more than one of thieadings because they have to be
interpreted in or by context.

As Asher (2008) emphasizes in relation to readiaiggories, it is important that the
semantic types we suggest are somehow encodecdhgudge, i.e. they must have
characteristics that other types do not sharehis gection, | have intuitively used
different sentence environments to distinguishrdagings and in Chapter 3 | will deal
with the actual contextual clues that indicate acfffr reading from Table 1. There,
constructions that only allow for some or one oésth categories, because of their

%3 Even the creation cases show that resultativitghimhot be absolute, since we do not create e.g. a
construction out of nothing, but by building up jiigces, but these pieces cannot be caltetstruction
themselves.
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selectional restrictions, will be dealt with morgstematically and will clarify the
similarities and differences of these categoriesr Fow, | will simply list
characteristics of the reading categories in Tablghich | will explain and use in more
detail in section 8.1.

Event | Result| Abstract | Result | Means| Agent/ Location
State [ Result | Object Collective

duration + + — — — — —
dynamic + - - - - — -
immaterial + + + - — - —
resultative - + + + - — -
volitional - - — - - + -
cause even — — — — + + —

Table 3. Categories faungnominals

After having explained my view on the semanticsle¥erbalungnominals, | am now
able to conclude Chapter 2 with a classificationusfg nominals into other ambiguity
phenomena and provide motivation for my choicethénfollowing section.

2.3 Qualifying my research focus

Semanticists have identified different types ofihgv‘more than one meaning” on a
continuum between readings that have a clear oelaind others that only accidentally
(or etymologically) share the same lexical iteng tbrmer generally called polysemy,
the latter homonymy. Especially in the former groupe find more subtle
differentiations. For linguistic studies, lexicaeéms with related readings constitute
more problematic issues, bringing about questiansh sas: What are the relations
between their readings and what counts as a distinautonomous sense (cf. Cruse
2000)? Which information does the lexical represgom include? And, how do we
arrive at the intended reading in a certain coftext

Among this group, we find different deverbal nonténée.g.-er, -erei and -ung), but
also simple nouns (e.dguch ‘book’ or Birne ‘pear/bulb’). However, this relatedness
can have different forms and the most striking abgaristic of-ung nominals is that
they do not only refer to participants in the eydnit also have readings that refer to
results of this, as was shown in 2.2. Comparedhercsuffixes that derive nouns from
verb$” only-ungnominals can have result readings, as shown beldvable 4.

24| won't take into consideration forms with baseber than verbs such as denominal ones as e.g.
Fleischer'butcher (“meater”)’
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Suffix Common readings of the nominalization

-er agent Banger ‘singer’), instrument Bohrer ‘borer’), abstract othefr
(Huster‘cough’ etc.)

-erei event Abkassierereicashing in’), location/institutiongackerei‘bakery
(shop)), collective Reiterei‘cavalry’)

-ung event Bewasserungrrigation’), result state $chwachungweakening’),
entities Absperrung‘obstruction’), meansL{iftung ‘air-conditioning’),
collective {erwaltung' administration’)

Table 4. German suffixes forming nouns from verbs

The -er derivatives can refer to agents and instrumentthefcorresponding evént
while -erei derives iterative events, locations where thesentevare carried out and,
seldomly, collectives. However, importantly, noné tbese readings stand in a
resultative relation.

As shown in Table 5, simple nouns anthg nominals are similar as far as their
participant readings are concerned, but these simpluns do not have a resultative
relation between any of their readings either amdymably involve a different kind of

shift: For example, a school building does not caheut by the institution or by the

processes involved in the concept schtbol.

Simple nouns -ungnominals

Location: Schule, Parlament, | Verwaltung, Siedlung, Reinigung,
Theater, Universitat| Niederlassung

(‘school, parliament] (‘fadministration, settlement,
theater, university’) | dry cleaning, branch office’)

Institution : Schule, Theater, Verwaltung, Verbindung
Parlament,... (‘fadministration,
fraternity/sorority’)
Means: Zange'pliers’, Fon | Abdeckung, Luftung,
‘hair dryer’ Fernbedienung, Sicherung

(‘covering, remote-control, air-
conditioning, fuse’)
Collective/agentive Schule, Stuttgart Verwaltung, Regierung, Bedienun
‘school’, (city of)| (‘fadministration, government,
Stuttgart waiter’)

Table 5. Simple noun andngreadings

(@]

% |n contrast to ung which can nominalise the event without adding aetinc content, deverbakr
indeed can also derive eventive readings suchHagfer ‘a hop’, but this is very restricted (to
semelfactives), and the eventiverei readings add an iterative aspect rather thennastinalising the
verbal event as in d&téandige Schreieréihe permanent yelling'.

% Just like simple nouns suchsehoolandbook the agent and instrument or location readingeioénd
-ereinominals are not related to the event or to edichrdy a result relation.
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Moreover,-ungis also special in its distribution of readingstdinains unclear whether
there is a default reading for simple nounsesoolor book but presumably we deal
rather with a family of readings that share an usplecified semantic core meaning (cf.
Bierwisch 1983). Because of the underlying verbis tis different with -ung
nominalizations: We can derive an event nominalictviis the primary reading that is
available for almost alungforms (except for some lexicalised ones), while ribgult
readings are dependent on this event, since thegtel@bstract or concrete entities that
result from it?” Although they are also derived from verbs, thelirgs of-er and-erei
nominals are not dependent on the event readircg $iey do not denote its results.

Besides, although they also have related readirgs g.g. refers to animate and
inanimate causers of an event), m@&sei and-er nominals have one reading which is
more common: for exampl&ffner ‘opener’ is normally not an agent, whilahrer
‘driver’ cannot be an instrument and whileager ‘bearer’ could be an instrument and
an agent, andBackerei‘bakery (shop)’ cannot be an event wh#ngerei‘singing’
always is. For these nominals, one reading is dérgaominent (most of the time
independent of a special context) they are cledityinguishable and never form a
conceptual unit: something cannot be an agent amas&rument of an event at the same
time.

In contrast to-er and-erei nominals,-ung nominals often display several readings that
are both equally common, as we have seen in sec®idnand 2.2, and sometimes even
form a conceptual unit, just like certain simplains as in (33) compared to (34).

(33) Das Buch ist [interessafjo/ [rot]prysosiecT
‘The book is interesting / red.’

(34) Die Ubersetzung [ist fehlerfraistract resuLTnfo) / [liegt auf dem

TischlresuLt oBIECT
‘The translation is faultless / lies on the table.

There are hence different kinds of relations amibregreadings: e.g. the German noun
for the fruit Birne ‘pear’ can also refer to a bulb, because of alanty (in form)

relation, but still, these are clearly distinct dems?® In other cases, the relation is
much more systematic and the two readings formoseclconceptual unit as e.g. with
Buch ‘book’ or Ubersetzung‘translation’ in an informational or a physical sense

2" Demske (2002) notes that in Early New High Germhject readings did not occur very frequently
(Behausunghousing' Besoldungpaying',Festung'fortress' Kleidung 'clothing’, Nahrung'nourishment’,
Ordnung 'order’, Wohnung'apartment', which do not have an event readim@ayp The resultative
readings, which are dependent on the event, mus baolved over time so thating does not only
transform the base into a nominal anymore. Thisighaffects the lexical-semantic structurewfgand

is described by Demske as shifting the focus frbwm activity to the change of state or state part,
respectively, which makes the nominalizations “muooeninal”.

8 The similarity relation might be a systematic omet, not every language uses the same similarigy, e

in English,bulb refers to the part of the plant or to the lightiu
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(readings like these are sometimes called “facé@&use 2000) or “dot objects”
(Pustejovsky 1995). As explained in Cruse (200, can find modifiers for each of
these readings that exclude the other readindpasxampleyot ‘red’ for the physical
object reading anthteressantinteresting’ for the information reading, but alsome
that could refer to both as a unit, as egu‘new’.

This close relatedness can even lead to the dffatthe context suggests two different
readings for one token of the nominal without mgkthe example unacceptable (cf.
(35) and (36)). This phenomenon is often calledofedication” (cf. Pustejovsky 1994

and Chapter 4 for cases with deverbal nominal)cesithere are two competing

contextual clues that predicate over one nominahfo

(35) Er hat die [fehlerhaft@pstracT resur Ubersetzung [in den Ml

geworfenkesuLt osJecT
‘He has thrown the faulty translation into thestra

(36) Er hat das [interessanigbrmvation Buch [durchgeblattert]yysosiect
‘He has leafed through the interesting book.’

You can only put something somewhere or leaf thinoitigf it is a physical object, but
on the other hanféhlerhaft'faulty’ andinteressantinteresting’ describe the content of
the physical object (the book, pieces of paper| ot@rance etc.). However, as the
different subscripts of the indicators for the sienpounBuch and the nominalization
Ubersetzungsuggest, the crucial difference is that the infational and the physical
object in the case atingare results of the event, wherdasch‘book’ does not have an
event reading. Moreoverung nominal readings do not only allow copredication
structures if they form a conceptual unit, but alkr example, if they stand in a
resultative relation as in (37).

(37) Endlich steht die [miihsamg}knt Ubersetzung [in den Buchladgadu.t

OBJECT
‘Finally, the laborious translation is in the bosthops.’

This is not possible with polysemous words léehwef® (‘difficult/‘heavy’) or the
different readings ofer and-ereinominals, presumably because their readings are mor
distinct and antagonistic. This can be inferredrfrthe so-called “zeugma” effect (cf.
e.g. Cruse 2000), which they produce in examples (88)—(40), i.e. they sound very
odd.

(38) ?Der Lenket’ des Fahrrads [ist betrunkegnT und [verbogen]eans.
‘The driver of the bike is drunk and (the handébs bent.’

29 2Der Koffer war schwer, genauso wie die Aufgdble suitcase was heavy and so was the task.’
% Literally: something like “guider”, which can reféo a handle-bar or the person using it (the first
reading being more common) in German.



2.3 Qualifying my research focus 45

(39) 7?Der Flieget [hat einen Flugscheipdent und [ist tiberfiillthzans.
‘The aviator has a pilot’s licence and (the plaseyrowded.’

(40) ?Die Brauerei [liegt am Stadtrangdiation und [ist sehr schwierigjenr.
‘The brewery is on the outskirts of the city andrery challenging.’

In addition, one of their readings is more commemiost cases, as we have seen (in
contrast toung nominals), and that is why copredication with th&gens is often odd
since the two readings are not equally currenofa toker?? Hence-ungnominals do
not only display a greater flexibility of meaningrfone nominal form, but they also
differ from the-erei and-ung nominals with respect to copredication structutasise
(2000) uses this structure as a test to define distinct two readings are: since these
-ung readings can appear in copredication, they aré¢amtagonistic” in his terms, i.e.
they can both be simultaneously asserted of thee samtity, and are hence not as
autonomous as e.ger and-erei readings. This procedure shows that although éhey
belong to different ontological classes, the exdiegl readings ofung nominals have

a closer relation to each other than the onesef@i and-er.

| have shown in this section thaing nominals often cover several readings belonging
to different ontological classes (such as e.g. svamd objects) which are equally
current for the specific deverbal nhominal. Henemg nominals are highly ambiguous
and have readings that are closely related, nadganistic, and sometimes even
dependent on the event. Moreover, | have made thedarthese nominals can refer to
events and participants in the event, but als@salts, which distinguishes them from
other ambiguity phenomena and makes them worth-adepth analysis.

Before | take a closer look at the behaviour-wfig nominals in environments that
suggest more than one of their readings (copredigatl will explain the contextual
clues that suggest a reading by their selectiastictions (indicators) in more detail in
Chapter 3. | will clarify the different reading icdtors already used in the above
examples and introduce some new ones, becausedén to motivate the different
types of readings, we need to find “a linguistiostouction that accepts expressions of
one type but not the other” (Asher 2008: 17) baseds selectional restrictions.

3L Literally: ‘flyer’, which can refer to the plane the pilot in German.

%2 Brauerei‘brewery’ refers to the location or institution, tuot to the process of brewing itself. This
would rather be the nominalised infinitidas BrauenAnother example would &angersinger’, which
can only be the agent td sing This is the case with almost adlr-and-erei nominals and also for other
more restricteder readings as e.¢lupfer‘jump’, which only have the eventive reading.






3. Reading indicators and interpretation in context

In the examples given so far | have acted on teamption that deverbal nominals are
interpreted differently in certain contextual elviments and that we can identify these
readings because of contextual clues. We often kwéweh reading was selected
because of our world knowledge on what an eventhmaike or which selectional
restrictions are imposed by certain modifiers anebtligates. In this chapter, | explain
the predicates and adjectives that select a readitite nominal they predicate over in
more detail and support my choice with some coruesies. To identify copredication
examples (cf. Chapter 4), we first need to undedstaow and when different readings
are indicated and in this chapter, | will establisis basis. | will start with what | will
call “local” indicators in section 3.1, that is b=ly adjectives and verbs, which
directly impose their selectional restrictions twe noun. In section 3.2, | will present
other means for reading indication, which haveyabtbeen taken into consideration.

3.1 Local indicators

Up to now, | have marked modifiers and predicatethe phrasal or sentential context
with the readings they select and will call theracdl” in this chapter to differentiate
them from means of indication that apply in the evidliscourse (cf. 3.2). As | have
shown in Chapter 2ung nominals often display more than one possible repdh
isolation, but in context we find items that impasdectional restrictions on them and
hence, in my terms, “indicate” one of their readir{gf. also Heid et al. 2007 for this
term and Asher 2008 for a detailed description efedional restrictions as type
presuppositions).

I will first focus on events and result objects)ca they are very different as we will
see, however not antagonistic since they can appeapredication structures, i.e. they
can be asserted simultaneously of the same entigrucertain conditions (cf. (36)
above). From the literature on this topic (e.g.Ehrich & Rapp 2000 or Kamp &
RoRdeutscher 2010 feangand generally in references therein), we learn ¢hants®
are dynamic and have duration (cf. also 2.2); theyin or end and can be iterated, and
are for these reasons different to objects. Théseacteristics of the event correlate
with the selectional restrictions of certain indara, which lead to odd examples if
these cannot be fulfilled by the nominal e.g. watlprototypical physical object, say a
table, as in (41¥*

% 1n 2.2 | have stated that | use the event labelefeents and processes. Although not all indicators
mentioned here also hold for processes, we aréndeaith the general group ‘event’ if one of these
indicators occurs.

% Since-ung nominals often have several possible readings llexigmplify the indicators with simple
nouns that only have one reading.
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(41) ?Der Tisch dauert drei Stunden/ wird wiederhaltlet am 7.Juli.
‘The table takes three hours/ is iterated/ endduiy 7.’

We could in principle say that an object takes tnes iterated in some contexts, for
this example, think about processes involved ipeatry, but the duration will always
refer to an event related to the object, e.g. itine taken to manufacture or to deliver
it.*® Events can also be conducted and take manner hsdas e.g.cautious or
concerning motion aslow (Asher 2008: 14) since they are dynamic, whilegutai
objects cannot, since they are not dynamic as sho?).

(42) ?Der Tisch wird vorsichtig / schnell durchgefuhrt.
‘The table is conducted cautiously / quickly.’

On the other hand, physical objects are materidlcam hence have colours and shapes
or lie somewhere, as in (43), but not in (44), vehee have arung nominal that only
has an event reading. Physical objects can alsergadphysical change as e.g. being
torn apart, thrown etc., which distinguishes theomf abstract objects, as in the odd
example (45), where a physical object indicat@omsbined with an abstract noun.

(43) Der Apfel ist rot / rund / auf dem Tisch.
‘The apple is red / round / on the table.’

(44) 7?Die Lesungistrot/rund / auf dem Tisch.
‘The reading is red / round / on the table.’

(45)  ?Er hat die Werte verbrantit.
‘He has burnt the values.’

Besides, Asher (2008: 15) states that obj#ese a complex internal structure and can
move with respect to the terrestrial reference &awhile e.g. locations are fixed in this
respect.

As we have seen, the characteristics | have destritere correlate with so called
indicators, with which the readings match or do mattch. | have used unambiguous
nouns to introduce indicators for events and playsibjects, but if we now apply these
indicators to nominalizations that can display eléint readings, the composition with
them can indicate one of these readings. In attoadi semantic model, “the immediate
sentential environment of a word may call for garr meaning variants and exclude
others” (as such summarized in Lobner 2002: 48, @oing back to Frege’s

considerations about the structure and meaningoofptex sentences). This is what
happens here: | have introduced and charactertzegdssible readings for deverbal

% As we will see, Pustejovsky (1995) stores thekstae events in the rich lexical entry of the noahin
% You could in principle burn values, but then weldeith their physical manifestation, e.g. the esu
printed on a piece of paper.
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-ungnominals (cf. 2.2). During the compositional pradbe selectional restrictions of
indicators can disambiguate the nominal if theyyoallow for one of the readings
available for it and lead to sortal mismatches \thih others.

According to a model like this, there are two diffiet levels that have to be passed
through without inconsistencies: first the syntagohrase and then the sentential
context. There are two main types of indicatoes, of predicates and other means that
exclude certain readings when combined with thenrand thereby “indicate” others:
we find unambiguous ones that only allow for onadieg, i.e. they indicate a reading
in the narrow sense of the term, and ambiguous thasnatch with different readings
available for the nominal. In the latter case, salveeadings can be passed on to the
next level, i.e. from the phrase to the senterdaitext or the context of the whole
sentence, where other indicators or contextual kedge might then eliminate readings
if they lead to a mismatcH.After | have introduced different indicators in raaetail
below, | will show that this assumption may be swmplistic for some cases — these
cases are then discussed in more detail in Chdpter

In Table 6 | list examples for indicators that tgdly only allow for a specific reading
(here for events and result objects, extendingtably Ehrich and Rapp 2000: 254 for
German).

3" These considerations about semantic compositionldhbe compatible with a view that assumes an
underspecified representation for deverhalg-nominals as well as with accounts that assumedéxi
ambiguity for them. In the underspecification vieam ambiguous indicator would hence not determine
on the phrase level for example how the underspéciepresentation of the noun should be specified,
while in the lexical ambiguity view, the number a§sumed readings would not be reduced to one (for
more details on these views see Chapter 5.
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INDICATORS
EVENT RESULT OBJECT
DP modifiers
Dates / points in | am 7.Juli ‘July 7™ Size, shape, lang, rot, schwer
time: am Montag weight: ‘long, red, heavy’
‘on Monday’,
gestrige'yesterday’s’
Iteration: wiederholt'repeated’ | Physical change: | zerrissen
‘disrupted/ripped’
Manner and vorsichtig‘cautious’, | Internal structure: | (200 Seiten/Teile)
motion adjectives: | sorgfaltig ‘diligent’, umfassend
langsam'slow’, ‘consisting of 200
muhsam pages/parts’
‘troublesome’,
kompliziert
‘complicated’
Predicates
Time frame beginnen/aufhdren/ | Physical change: | Uberreichen/in den
predicates: weitergehen Mull werfen
‘begin’/ ‘stop’/ ‘present’/ ‘throw
‘continue’ into the trash’
Duration: dauert 6 Monate Posture verbs: (auf dem Tisch)
‘takes 6 months’ liegen/stehen
‘lie/stand (on the
table)’

Table 6. Indicators for events and result objects

Most of these indicators can appear either as dfiaodr as a predicate: i.e. we could
say Die zerstorte Ubersetzunghe destroyed translation’ ddie Ubersetzung wurde
zerstort'the translation was destroye®Ve can check the intuitions summarized in the
above table in a corpus and search for collocatwitls these indicators. Thereby, we
will see over which nouns they typically predicated of which type these nouns are (|
list a sample of the 15 most frequent co-occurreredow in Table 7). If we take e.g.
wiederholt‘repeated’ we can see it occurs with event realswgh ag\ufforderungen
‘requests’ andVersucheattempts’ (listed here as found, i.e. in singuwarplural form
and in different cases, e.g. in the genitive).
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LLR Cumulative Frequency cooccurrence

98591 5457 5457 Foulspiels
‘foul play’

60048 9744 4287 Male>®

30540 13656 3912 Mal

12454 14524 868 Foulspiel
‘foul play’

3116 14765 241 Meckerns
‘grumping’

792 14836 71 Aufforderungen
‘requests’

705 14937 101 Aufforderung
‘request’

490 15023 86 Versuche
‘attempts’

475 15088 65 Warnungen
‘warnings’

405 15140 52 Nachfragen
‘inquiries’

401 15173 33 Reklamierens
‘contesting’

395 15218 45 Beteuerungen
‘affirmations’

386 15260 42 Mahnungen
‘reminders’

372 15305 45 Verstolien
‘offenses’

329 15346 41 Appelle
‘pleas’

Table 7. Collocations afiederholtrepeated®

Consequently, we can use corpora and combinatiatifs wambiguous nouns to
identify “good” event indicators for example asdvie shown here. Apart from event
and result object indicators, which | have exenmddifin Table 6, there are also
contextual clues selecting for states, abstraailteesand participants (for a detailed
explanation of the reading categories | assumeCésegpter 2). The participant readings
(except for means) differ from the other readirgsut extent, which makes it easier to

3 Zum wiederholten Mal8al means something like ‘yet again’, literally “fdret repeated time”.

% These findings are extracted from the cosmas ecorpéi the 1dS Mannheim:_www.ids-
mannheim.de/cosmasB¥ a cooccurrence analysis (cf. Belica 1995). ®izthe corpus: 2.291.515.012
words, 37830 instances wiederholte(r,s,njrepeated’ (in every gender and case form). Th& lit the
log likelihood ratio, a procedure that relativiske random occurrence of the words at this position
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find clear indicators, e.g. predicates that sefectanimate subjects such asrufen
‘call’ for agent/collective readings or prepositsoasin ‘in’ for locations.

However, if we look at means and results, we doahatiys find clear-cut clues for
indication, since not all readings are as diffe@ne.g. events and result objects — still,
we often find special lexical items that make thezaessary distinction: States share
some characteristics with events, e.g. duration,they rather take for example the
predicateandauern‘persist’ than the eventivéauert 2 Stundeftakes two hours’ and,
further, are not dynamic: This is often indicated $tationary predicates such as
bestehendexistent’ (cf. Ehrich & Rapp 2000). Means and Hesibjects are similar in
that they are material and can undergo physicahgdatc., but they are normally not
both available for the same lexical form: For exé&npothLuftung ‘air-conditioning’
and Beleuchtunglighting’ have a means, but no result object regdiln addition,
means can be distinguished from the mixed reswtatieans group (cf. section 2.2) by
the predicatdunktionieren‘work/operate’, which cannot be applied to thedagroup
(?Die Absperrung funktioniert nichthe obstruction does not work’). Finally, the
abstract result category has very specific indisatevhich depend on the specific
nominal and have to be identified from case to ca&sg. fehlerhaft ‘faulty’ and
interessant ‘interesting’ for information results,visionary ‘visionary’ or sich
wiederspiegelrnin ‘be mirrored in’ for some cases of relation/patteesults orauf 2
Stellen genataccurate to two decimal places’ abdtragen‘amount to’ for values (cf.
2.2).

Still, there are many predicates and modifiers thadrinciple allow for more than one
reading type and need contextual information table to indicate a specific reading.
If, for example, we combindangwierig ‘tedious’ with -ung nominalizations as
Absperrungobstruction’ andUbersetzungdtranslation, which can both be an event and
a result object among other things, the modifieccfions as a clear event indicator as in
(46).

(46) Die langwierige Ubersetzung raubte mir den letNerv.
‘The tedious translation drove me round the bend.’

If a translation is tedious then it has to be then¢ of translating that has a temporal
structure and takes a long time. Neverthelessgifciveck the collocations in a corpus
again, we do not only find events, as shown belowable 8.
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LLR Cumulative Frequency Co—occurrence

14231 1385 1385 Verhandlungen
‘negotiations’

4256 1842 457 Prozess
‘process’

4037 2329 487 Verfahren
‘proceedings’

3914 2712 383 Verletzung
‘injury’

2731 3035 323 Ermittlungen
‘investigations’

2135 3280 245 ProzeR¥®
‘process’

1763 3505 225 Verletzungen
‘injuries’

1376 3674 169 Diskussionen
‘discussions’

1375 3791 117 Knieverletzung
‘knee injury’

1333 3915 124 Rechtsstreit
‘law suit’

1304 4023 108 Prozedur
‘procedure’

1003 4112 89 Genehmigungsverfahren
‘licensure’

931 4264 152 Suche
‘search’

886 4377 113 Angelegenheit
‘affair’

710 4445 68 Gerichtsverfahren
‘trial’

Table 8. Collocatiorfs of langwierig ‘tedious’

The modifier langwierig ‘tedious’ occurs mainly with events agerhandlungen
‘negotiations’ andProzesseprocesses’, but also with statésike Verletzungtinjury’'.

“0 This is the same word &ozessabove, simply in an old spelling. | did not ade twvo, since | would
also have to change the LLR then and the orddteofihdings is not so important for me here. Thaea
holds for plural forms and derived compound&mee injury

4 Again, these findings are extracted from the casmarpus of the 1dS Mannheim: www.ids-
mannheim.de/cosmas®ia a co-occurrence analysis (cf. Belica 19953eSif the corpus: 2.291.515.012
words, 13527 instances laingwierige(r,s,n)tedious’.

2 Hence langwierig ‘tedious’ seems to select for temporal aspectsinfury could as well be an object
(a burn, a broken bone etc.), but in combinatioth Veingwierig ‘tedious’ it applies to the period of time
before it heals again.
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Indicators like this one are thus not disambigupiier se since their selectional
restrictions leave open several possible readitggoaies. Nevertheless, they can still
function as indicators on the phrase level, sintéhe inventory of readings for a
nominal, there may only be one reading matchingslectional restrictions of the
modifier. | will exemplify this with the deverbalominal Ubersetzungtranslation’,
which can be interpreted as the event of tranglaitext, as the abstract result of this
event (namely the information), and also as thesjay object that contains this
information, i.e. a book, manuscript etc. | wilktlithese possible readings in curly
brackets below. As shown in Tablel&gwierig ‘tedious’ selects for events as well as
states, which | will list in dashes in (47).

(47) Ubersetzungtranslation’: {event, abstract result, result et}
langwierig ‘tedious’: /events, states/

If we now compose a phrase out of these two compene.e. [angwierige
Ubersetzunp ‘tedious translation’, we recognize that thereoidy one reading which
they both have in common: the event. Hence, thergibssible readings are eliminated
on this level (the phrase), since they do not m#tehmodifier’s selectional restrictions
as illustrated in Figure 2.

langwierige Ubersetzuigyent

Langwierig
/everp; state/

Figure 2. Ambiguous indicators in qsition

We can double check our intuition that there idlyaao state reading fodbersetzung
‘translation’ by combining it with a state indicaté\s Ehrich & Rapp (2000) suggest,
this could be a predicate likertbesteheriendure’ oraufhebericancel’ or a stationary
predicate likebestehendexisting’ or vorgefunden'found’ as in (48) and (49), since
states are non-dynamic periods of time.

(48) ?Die Ubersetzung besteht fort/wurde aufgehoben
‘The translation endures/was cancelled.’

(49) 7?Die vorgefundene/bestehende Ubersetzung iibeteasas.
‘The found/existing translation surprised us.’
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We can hence act on the assumption that transtatieally have no state reading
(although they might have a resulting state inwloeld, cf. 2.1) and hendangwierig
‘tedious’ leads to the disambiguation of the abexample on the phrase level. The
ambiguous adjectivieangwierig ‘tedious’ could still function as an indicator kigure 2
because of the interplay with the characteristich® nominaf*®

As we have seen, indicators can disambiguate derelift levels of context: Sometimes
they already indicate within the phrase or sentehtteey generally only allow for one
reading type. If their selectional restrictionsoallfor more than one reading type, the
level on which disambiguation can take place depem the inventory of readings
available for the modified nominalization: if it idwo or more readings matching the
indicators selectional restrictions, we need addél contextual information (cf.
footnote 43) so that the reading can finally bedatéd on the phrase level or within the
context of utterance.

Nevertheless, as mentioned in 2.3 (and dealt witgreater detail in Chapter 4), we
often have a conflict between two different readimgjcators, namely in copredication
examples, where a reading might be fixed within ghease while an indicator on the
sentence level selects for an already eliminatading. As exemplified in this chapter,
it is sometimes not clear what kind of indicator are dealing with, since some allow
for different types of readings. This makes it learh identify the relevant examples for
the phenomenon of copredication: There are cagéstwo indicators, in which it is not
clear whether both select for the same reading logter we have a copredication
example. In these cases, contextual knowledgeadeatkin order to determine whether
we have two event indicators or one result indickdpexample as in (50).

(50) Die [langwierigegvent Ubersetzung [brachte mir viel Geld

eiNJevENT/RESULT OBJECT.
‘The tedious translation earned me a lot of madney.

It depends on the context whethdérgchte mir viel Geld eijn‘earned me a lot of
money’ indicates a result or an event. Imaginddlewing scenarios:

* Scenario 1: | had to translate a book and | am pwidour for the efforts
I made to translate this text. Since it was noygisook a long time and
hence | earn more. The duration of the event heoncelates with the
amount of money | receive. In this scenario, we vdwave two event
indicators and hence no copredication.

“3In other cases, there might be more reading quoretences between the nominal and the modifier,
such as indie permanente Verhilluhgthe permanent wrapping’, which could refer to @erative)
event or to a result state, e.g. both could gedmneone’s nerves. Here, a wider context would leelex

to indicate a reading on the sentence level.
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e Scenario 2: On the other hand, it could be the ttzsted do not really get
money for the event as such but only through the Books, no matter
how long it has taken me. Since the text is saadiff to translate, not
many people have accomplished that task (at ledstith a good result)
and hence the book is very much in demand. Helg,tba sold copies
of the book, i.e. the result objects, earned meay@mnd we accordingly
have a case of copredication in this context.

Another example for these ambiguous indicator pagds izeigen'show’ in (51).

(51) Die [wiederholterdyvent Messungen [zeigeBlent/assTRacT rResuLs dass
etwas nicht stimmt.
‘The repeated measurements show that somethimgpisy.’

On one hand, we could interpfdiessungerimeasurements’ as the values, suggesting
the following scenario: The abstract result of &tesl event tells us something is
wrong, because the values exceed some limit olikbeOn the other hand, we could
get the impression that something is wrong jusabse we know that there have been
repeated measurements (but without knowing theltsgsuThe same holds for
predicates such asipportand the like, since events, but also results carexample
support a claim etc. Again, however, it does notamehat these indicators are
ambiguous in every context, as shown in (52).

(52) Die [WiGdGI’hOHGI’HVENT Messungen [zeigexﬂsmACT RESULT: dass der
Grenzwert Uberschritten wurde.
‘The repeated measurements show that the cnitatak was exceeded.’

In this example, we only know whether the criticalue was exceeded if we know the
values of the repeated measurements so that wearapare them; accordingly, the
sentence level gives us an unambiguous sentemgk.continue to mark the indicators
itself with the readings they indicate (e.da{ierte langkvent ‘t0Ok a long time’),
because we have already seen that it is not alet@gs which reading the nominal
should get on the sentence level: Sometimes thenabrhas to face two competing
indicators (copredication), which will be the topaf the next chapter. This is a
convenience notation that shows which reading efnibminal the indicator selects for
in this context. Now that | have explained themmare detail, | will abbreviate event
indicators by EV, result states by RS, abstraailtedby AR, result object indicators by
RO, and collectives and locations by COLL and L@Ghie subscripts.

So far, | have only dealt with “local” indicatorisg. adjectives and verbs in the DP and
the VP surrounding the nominal, but as we have seéms section, the wider context
plays an important role, and so does world knowdeddence, for a comprehensive
picture of the interpretation process of deverlmshimals in context, | will take a look at
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different types of indicators neglected in therhtare on this topic so far, which
complement the inventory of indicators e.g. forpue annotation.

3.2 Additional means for indication

In some examples the local environment (such ascadgs or verbs combining with
the nominal) does not determine a unique readinghi® nominal, but there can still be
other means of indication. These can be establi$iredgh structural or sense relations
to other, unambiguous nouns in context and disepwerg. in coordination structures
where the two nominals have to be of the same typeased on sense relations that
enable us to identify the right reading for the inmeath

If we have a complement coordination constructiothivwv the sentence, we expect the
two conjuncts to be of the same t{has the contrast between (53) and (54) shows.

(53) 7?Die [buntego Verpackung und [Versendung]der Pakete ist wichtig.
‘The colourful wrapping and sending of the packagesportant.’

(54) Die [punktlichefy Verpackung und [Versendung] der Pakete ist
wichtig.
‘The prompt wrapping and sending of the packagesp®rtant.’

Hence, if one of the conjuncts is unambiguddsréendungsending’ only has an event
reading), the other must be of the same categoryhis structure \{erpackung
‘wrapping’ can be the event, or the resultative ngg¢aln example (55), the nominal is
ambiguous, too.

(55) Die [Auflistung]eviro der Daten ist wichtig
‘The listing of the data is important.’

Imagine your boss tells you this: He/she could dferring to the event of listing and
hence requesting you to do it or he/she could ferneg to the result, namely a file or
sheets where these data are listed, and is reqgéltt you bring them to a meeting by
uttering this sentence. But if this nominal appeara coordination structure and if the
other conjunct is unambiguous, say an event Akspeicheruny ‘storage’, we can
derive or conclude the reading of the other corfjasadn (56).

4 This does only hold for coordinations with theusture [[NP] and [NP]] VP], i.e. two coordinated 8P
composed with the same VP, and not for the stracffiNP] [VP]] and [[NP] [VP]], as we will see in
Chapter 4 and 8.

5 In German, we do not ugebspeicherungstorage’ to refer to the saved data ashie?Abspeicherung
wurde geldschiThe storage was deleted'.
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(56) Die [Auflistungley und [Abspeicherung) der Daten ist wichtig.
‘The listing and storage of the data is important.’

Hence, in this example we can conclude that the Gonjunct, which is ambiguous
between the event of listing and its result (tls&etl items), should be interpreted as an
event as well, due to the unambiguous reading ef gshcond conjunct and the
restrictions of the sentence structure.

Nevertheless, often both of the conjuncts are anthig: In example (57) both
Einschatzung‘estimation’ and Messung‘measuring’ are ambiguous and can be
interpreted as an event or as an abstract resuttely a value@eine Einschéatzung ist
falsch ‘Your estimation is wrong’;Die Messungen weichen dibhe measurements
vary’).

(57) Die Divergenz zwischen [Einschatzupg]lund Messung kénnte unter
diesen Umstéanden also bedeuten: Der Mensch haréilalich schlechter,
aber er merkt es nicht.(cosfi@s
‘The divergence between the estimate and the mmasmt could under
these conditions mean: humans hear gradually wdrse,they don’t
realize it.’

But since we know that only two events can diveligen each other, and not two
values (here, the results of the estimate and thasorement), we can infer that both
conjuncts must be interpreted as events. Thusjsrcase context and world knowledge
give us the information needed to fix the readintpn the sentence, while the structure
tells us that both conjuncts are of the same type.

The structuring of different nominals within thentence plays a role here, but in other
examples, discourse relations between nominalsisanprovide clues for the intended
reading as in (58).

(58) Bei der Messung [am 30. Jgli] an der Romanshornerstrasse 12 war es
gar fast jedes dritte Fahrzeug, das die Geschwkedgpegrenzung
Uberschritt. Auch bei der [Kontrollg] (...) im Rohrenmoos (...) waren es
nicht viel weniger(cosmas)

‘During the measurements on July"3@& the Romanshornerstrasse, every
third car drove too fast. At the (street) contrblRohrenmoos it was not
much less.’

The dateam 30. Julion July 30" already indicates thaflessungmeasurement’ refers
to an event. Nevertheless, in the next sent&urgrolle ‘check’ is used synonymously
to avoid repetition: Both nominals refer to the sapnocedure, namely the control of

6 Examples marked with ‘cosmas’ are taken from temas corpus of the 1dS Mannheim:
https://cosmas?2.ids—mannheim.de/cosmas2—web/
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the cars’ speed (at two different locations). Sikamtrolle ‘control’ in the second
sentence can only refer to an event, we have ati@au indicator here, as shown in
(59).

(59) ?Die Kontrolle liegt auf dem Tisch / liegt Ubemid&renzwert.
‘The control lies on the table / exceeds theaaltvalue.’

Since we know whatontrolle refers to, we can conclude thdéssungs also an event
in this context — the anaphoric function of thecdigrse particleauch‘also’ hints at the
synonymous relation between the two as well. llofes that sense relations can also
indicate readings in context. Another way to deteemthe sortal reading of a
nominalization is by means of other sense relati@ss e.g. semantic hierarchies.
Imagine we have a superordinate or hypernyme aniyfponym in one sentence as in
(60).

(60) Die Messun@am Handgelenk ist von allen [Methodgp]die praktischste.
Das Gerat wird mit der Manschette am linken Hanelgel befestigt.
(cosmas)

‘Of all techniques, measuring on the wrist is thest practical one. The
device is attached to the left wrist with the whanhd.’

In this contextMethoden‘techniques’ functions as a hypernyme Messung (am
Handgelenk)measuring (on the wrist)’ and as a technique caly be an event, the
hyponymMessungmeasurement’ can be inferred to denote an eveat,As we have
seen, there are different kinds of indicators othan the local ones examined in 3.1.

There are two other kinds of indicators that aracstiral rather than lexical, namely
arguments of the nominal and plural forms. Suchumuents have been claimed to
indicate an event (or state) nominal, e.g. by Ghems (1990), since they are directly
inherited from the verb’s argument structure, asxghbelow in (61).

(61) Die Untersuchung der Patienten dauerte lange.
‘The examination of the patients took a long time.’

The patients are the theme arguments of the babéeee and can also be arguments of
the resulting-ung nominal, but Grimshaw claims that it is only possilior event
nominals to explicitly express the theme argumérthe base verb. Nevertheless, there
are many counterexamples as Bierwisch (1989) amdte& Rapp (2000) have shown.
So called referential nominals, like abstract rssaind result objects, can often be
accompanied by the theme argument as examples(§62)show, while in (66) this is
not possible (the first two examples are taken f&ierwisch (1989: 39), the last one is
from Ehrich & Rapp 2000: 298).
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(62) Die Ubersetzung der Bibel [enthalt einige FehlgfiracT rResuLT
‘The translation of the Bible contains some errors.

(63) Die Ubersetzung der Bibel ist [dicker als das Dad]ro.
‘The translation of the Bible is more voluminouanhthe original.’

(64) Die Fullung des Zahns [ist aus Gagid]
‘The filling of the tooth consists of gold.’

(65) Die Verpackung der Geschenke [ist aufwéandig gethash
‘The wrapping of the presents is elaborately done.’

(66) ?Die Ausgrabung des Altars steht im Museum,
‘The excavation of the altar is in the museum.’

Ehrich & Rapp (2000: 4) motivate the restrictions argument realization and
interpretation through the specific lexical semardiructure of the base verb, which
leads to different reading$.Based on my assumptions concerning the differesulr
types (cf. 2.2) | assume in other words that werealtize the verb’s theme argument if
the result reading is really conceived as a newatlygjifferent to the theme of the base
verb, as e.g. the filling of a tooth, which may dashanged its form when it is in the
tooth and functions as a filling then.

Apart from inheriting the argument structure of thegb, event nominals are also said to
prevent pluralisation in contrast to result nowee(Grimshaw 1990), which can appear
in the plural as in (67) and (68).

(67) Die Absperrung(?en) der Stral3en [dauerten lagge]
‘The obstruction(?s) of the streets took a longetim

(68) Die Lieferungen [wurden bereits ausgepagkt]
‘The deliveries were already unwrapped.’

Nevertheless, there are also counterexamplesd@dmstraint (cf. (69)—(71), (69) stems
from Bierwisch 2009) and for that reason | will e pluralisation as indicator in this
work, although this assumption might apply in maages.

(69) Unsere Erkundungen der Insel dauerten jeweilgums ndchsten Morgen.
‘Our explorations of the island always went on Lt next morning.’

4" For example, nominalizations based on creatiomelpyesentation verbs &tbersetzungtranslation’

and Beschreibungdescription’ can have the internal argument ancesult object reading (i.), while
nominalizations of a creation base verb where lieene argument came into being through the event do
not allow this (ii): i.Die Ubersetzung von Berlin Alexanderplatz stehRiegal ‘The translation oBerlin
AlexanderplatZs on the shelf.” ii. Rie Erfindung des Telefons ist auf dem Tis@e invention of the
telephone is on the table.’
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(70) Die Untersuchungen dauerten Wochen.
‘The examinations took weeks.’

(71) Die vielfachen Ubersetzungen des Buchs veranderéeninhalt immer
mehr.

‘The multiple translations of the book increasinghanged the content.’

We now have an inventory of readings availabledeverbal nominals and different
kinds of indicators for these readings that cammisiguate the nominals on different
levels of context. With this basis we are abledentify examples for a problem case,
namely copredication, where two competing indicatapply to one nominal form. In
the next chapter, | will show how deverbal nominate used in discourse and what
kind of problems copredication poses for the semaimposition on the sentence
level and for the disambiguation in context. | witlen present different theories on
nominalization that make use of different modulds linguistics to explain the
ambiguity of simple nouns and verb-derived nominalen | will test whether they are
able to account for this phenomenon and proposengplementary approach at the
interface between semantics and pragmatics.






4. Deverbal nominals in discourse and sentential ntext

Nominalizations can display a variety of readingsf different ontological categories
and these categories have characteristic featuras ¢orrespond to selectional
restrictions of modifiers and predicates that casambiguate them, as shown in
Chapters 2 and 3. In this chapter, | will particlyldook at real corpus exampfésand
examples from the web to clarify their use in teatential context and wider discourse
and also to show that the reading indication (eanfibiguation) in context is not always
straight-forward: a deverbal nominal can, for exlanpe accompanied by different
kinds of indicators or be taken up by anaphoracaigid to be of a different type. In
Chapter 5, | will then go on to discuss whetherstxg theories can account for the
reading alternation in context in general and faggredication cases in particular.

If a deverbal nominal has been introduced intoalisee and a certain reading indicated
for it, there are two general ways to proceed whik discourse referent: we can either
remain with the indicated reading or alter it ire tangoing discourse under certain
conditions, e.g. in order to describe other aspéctaight have. | will summarize
different structures here before | substantiatenti®y examples in the consequent
sections, the main question being: When does amduated reading have to be
preserved and under which conditions can it chamgentext?

In what | will call a “reading-preserving discoutsere have different options to take up

the referent of the nominal while remaining with reading type: We can repeat the
same nominal form, use a different related noundsym, hyponym etc.) or introduce

an anaphoric pronoun — in any case accompaniechligdacator selecting the same

reading. In a “reading-changing discourse”, we hidneesame options to refer back to
the first nominal form (same or different lexicairin, pronoun), but an indicator

selecting a different reading applies to these s@@mcurrences. | will summarize these
options in Table 9, where the subscripts x andryespond to the indicated reading and
show where these readings categories are shasdtid.

Reading-preserving discourse Reading-changing disarse

Die Ubersetzung..Die Ubersetzung.. | Die Ubersetzung..Die Ubersetzung..
‘The translation... The translation...’ ‘The translation...The translation...’
Die Ubersetzung..Der Text... Die Ubersetzung..Der Tex}...

‘The translation...The text...’ ‘The translation...The text...’

Die Ubersetzung..Sig... Die Ubersetzung..Sig...

‘The translation...It...’ ‘The translation. It...’

Table 9. Discourse structures with deverbal norsinal

“8 Cosmas corpora of the 1dS Mannheim: www.ids-maimhte/cosmas2/
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Moreover, we can add indicators for the same oiffardnt reading to the context
without introducing new lexical items related tce thrst occurrence. Often, we find
more than one indicator for one and the same nouh & the special case of
copredication, we can even have two incompatibldicators applying to it.
Copredication examples thus pose questions for ositipnality and the semantics-
pragmatics interface: We know that these nominttina can have several readings
that are indicated by certain modifiers and preega— leading to one reading in one
case and to a different reading in another caseut-wie come into conflict when we
have to interpret a certain nominal form to whialo tor more incompatible indicators

apply.

We do not know yet which reading the nominalizatitself will get in copredication
cases or how it can satisfy competing and per cemipatible requirements in context.
Moreover, as common as copredication might be]llshbw that we find acceptable as
well as unacceptable cases for these combinatidndifferent indicators. 1 will
accordingly pose the question if and how these mimes can be predicted. In the
following two sections, | exemplify the occurrenacéggeverbal nominals and indicators
in discourse listed in Table 9 with sentence plos the corpus and the web. In doing
so, | will focus on event and result object readirfgut these discourse structures should
be possible for the other readings as Well.

4.1 Reading-preserving discourses

In Chapter 3, | have given a few examples in whieh deverbal nominal was clearly
fixed for one reading since it was accompanied iy one indicator selecting only one
of its readings. | will give some more of theseesasmbedded in sentence pairs (taken
from the cosmas corptf3, to show how the introduction of the nominalipati
establishes a certain type of discourse referedthemv it is taken up in the ongoing
discourse (based on Table 9). There are e.g. cakese a nominal form is repeated in
the ongoing discourse, anaphorically referring adke same object, as in (72).

49 With regard to copredication, | will check diffetereading combinations in section 8.1.

¥ Cosmas, Search on August 28, 2009. | will listechacerned newspapers below the examples. It might
strike the eye that most of them stem from Suissgspapers, but | have only used examples that are
perfectly acceptable for me as a “German nativalsgreof German”.



4.1 Reading-preserving discourses 65

(72) Derek meldete sich um 14.32 Uhr hier bei mir, dasgie” Lieferung
[abgeholt habe} und sich auf den Weg zur New Bond Street mache.
Die Lieferung sollte dort bei der Hershey-Bank [abgegeben
werdenko.
‘Derek let me know at 14.32 that he had pickedhgpdelivery and was
on his way to New Bond Street. The delivery is sugmol to be
dispensed there at the Hershey-Bank.’
A97/NOV.34438 St. Galler Tagblatt, 10.11.1997

Abholen‘pick up’ indicates the delivery to be an objecttie first sentence, as does
abgebentdrop’ in the second sentence. We have a repetiicthe same nominal form
here, which is also of the same reading type. B $kcond sentence, the second
occurrence ofdie Lieferung ‘the delivery’ could also have been substituted &y
pronoun:Sie sollte dort (...) abgegeben werddhis supposed to be dispensed there

(...).

We can also use a different noun to refer to tmeesantity in the ongoing discourse.
Instead of repeating the introduced deverbal noinima can use a more general or
more specific noun in the ongoing discourse, asvahaelow in (73).

(73) Die Vorarlberger Kriminalpolizei hat eirlgeferung von 21 Kilo Heroin
[sichergestellijo. Das[Rauschgiffosject wurde vergangene Woche im
Wagen einer 28jahrigen Frau aus Bregenz [gefundganys:

‘The Vorarlberg police have seized a delivery dfkdograms of heroin.
The drugs were found in the car of a 28-year oldhao from Bregenz.’
A97/MAI.03382 St. Galler Tagblatt, 14.05.1997

The delivery found by the police consisted of herand is introduced in the first
sentence with an indefinite article. The phrdsefgrung von 21 Kilo Heroin'delivery
of 21 kilograms of heroin’ is then taken up witle thounRauschgiftdrugs’, which is
more general than its hyponymeroin since it can refer to different kinds of drugs O
the other hand, it reduces the whole phrase (theedg of x) to its components, since
we already know that it was a delivery. Both retethe same object.

In (74), aVerpackungwrapping’ is introduced in the first sentence amdhe following
sentence the object that functions as this wrapginged to specify the more general
deverbal nominaV/erpackungwhich could be either an event or an object.

*1 The discourse referent is already introduced énptieceeding sentences, which explains the udeeof t
definite article, but not especially as the nomidaferung‘delivery’ (associative).
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(74) Peter Werren (...) stellte die neuéerpackung vor. Anstelle der
Kartonschale werden Kirschen kinftig in einéBelitel og;ectangeboten.
‘Peter Werren (...) presented the new packaginde#&asof a card-board
bowl, the cherries will be offered in a bag fromanon.’
A97/JUN.10731 St. Galler Tagblatt, 21.06.1997

We first get the general information that somea@riesenting or introducing a new
packaging — this could either be an event or aeaibjn the second sentence we now
learn what kind of packaging it is, namely a balge packaging is hence the hypernym
of the bag, while both refer to the same objeatc&ia bag is an objedferpackung
‘packaging’ is of the same type here (cf. also o#umilar means of indication in 3.2).

In examples like this, we only have one readingcar per lexical form. For those
instances, what we need is a general theory on rdsling alternation of
nominalizations like this and their compositionciontext. As stated above, we do not
always have to repeat the whole nominal form whenwant to continue with the
discourse referent: another possibility is to tagehe nominalization with an anaphoric
pronoun, sharing the reading of its antecedent) 6&5).

(75) Viele Menschen, die einfach nur die UnterflUhrungsperen wollten,
[argerten sich Ubeg} die Absperrung und wolltensie [durchquereno.
‘Many people who just wanted to go through thearpdss were irritated
by the obstruction and wanted to go through it’

NUZ04/DEZ.02605 Nurnberger Zeitung, 21.12.2004

Obviously, one can be irritated by both the evenblastructing something and the
object, but in this context, it is clear that thieswuction was already erected. The
anaphoric pronousie ‘it (she)’ is then also accompanied by a predisatiecting for its
object reading, i.e. we are still talking about thigject in the second part of the
sentence. Moreover, we also find cases with maome time indicator applying to one
and the same lexical form, without introducing deotlexical item or pronoun, as in
(76).

(76) Valentins-Grul3: Die Verpackung [aus rotem Seiderguie [enthéltko
eine Flasche "The Wine of Love" Moscato Frizzante.
‘Valentine’s compliment: The wrapping of soft redsue paper contains a
bottle of “The Wine of Love” Moscato Frizzante.’
HMPO6/FEB.00911 Hamburger Morgenpost, 09.02.2006

This structure is similar to copredication examglefs 4.2) where we also have two or
more indicators for one deverbal nominal. Theréh@yever, an important difference:
In copredication, the two indicators select forfetént readings. In the following
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section, | will deal with sentences and discoursksjng which the first introduced
reading is not preserved.

4.2 Reading-changing discourses

The examples in section 4.1 involved two corefeterical forms, where both were
indicated to be either events or results. Howeoien there is more than one indicated
reading of the same nominal form involved in a disse: In (72), we had an example
where the same two lexical forms were repeatedeiquent sentenced.iéferung
‘delivery’). These shared their reading type, bat @an also repeat the same form with
different indicated readings, as in (77).

(77) Edelweiss [geht neue Wege dipJder ZusammensetzungGestaltung und
Verpackung. Die international geschutzte Marke, dlasammensetzung
[und Formko der Bonbons, die erstéebensmittelverpackung pus
rezykliertem Kartorgo und ein vollig eigenstandiger Auftritt zeigen, slas
hinter Edelweiss mehr steht als nur eine Idee.

‘Edelweiss is breaking new ground in compositidasign and packaging.
The internationally trademarked brand, the compmsiand form of the
candies, the first food packaging made of recycteddboard and a
completely independent performance all show thateths more behind
Edelweiss than just an idea.’

A97/MAI.04589 St. Galler Tagblatt, 21.05.1997, Resd

If an enterprise breaks new ground in somethingn tihis happens in the events they
conduct, for example by composing, packaging argigdeng (the packaging of) the
candy as in this example. This becomes more obvibwge try to combine this
indicator with a noun that only has an object regdivhich leads to the odd sentence:
?Edelweiss geht neue Wege in/bei Kartddelweiss is breaking new grounds in/with
cardboard boxes’lIn the second sentence in (77), two nominalizatiare repeated,
namely Zusammensetzungcomposition’ and (Lebensmittel)-Verpackund(food)
packaging’. We are now dealing with the charactiegsof the object (the candy): its
form and the result of the composifignamely something like the mixture, and the
material out of which the packaging is made (reeyatardboard). Accordingly, in the
second sentence these two repeated nominalizarensdicated as having a reading
that differs from the one of their antecedentsytherrespond to the results of the
events introduced in the first sentence. As | wilbw in this section, this common
procedure of applying different indicators to tla@ne nominal form appearing twice in
discourse can also apply between antecedent amqh@nar even in cases, where we
only have one nominal form (copredication).

°2 Zusammensetzurigpmposition’ is not interpreted as an event ia gecond sentence of (77), since the
coordinated structure with the unambiguéiesm ‘form’ (no event) indicates an object reading, 3.
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Obviously, events and their results are intertwirsadl often occur in the same
discourse: When we talk about events, we ofterr tef¢heir results as well. In (78), |
give another example where the nominalizatiderpackungwrapping’) appears twice
in subsequent sentences with different readingcatdrs, namely first as a result object
and then as the event (the corresponding presgeadeals with Christo-style house
wrappings).

(78) Das Entsetzen der Berner Notablen war gross,Vaigpackung musste
nach ein paar Tagen vorzeitig [entfernt werggnPber der [Start zu einer
internationalen Serie von] Verpackungenwar geglickt.

‘The horror of Bern’s notables was large; the vpiag had to be removed
some days ahead of schedule. But the start to tennational series of
wrappings had been successful.’

A98/NOV.73355 St. Galler Tagblatt, 16.11.1998

In the first sentence of (78), the wrapping undesgphysical change — it has to be
removed — and is hence an object. In the seconeérsex we learn that the event that
brought about this result has triggered a serieg@étitions or imitations, which must

also be events. Obviously, we can also continuk witlifferent noun somehow related
to the deverbal nominal and accompanied by an atolicselecting another reading (cf.
Table 9) as in (79).

(79) Die Ubersetzung [war langwierig). Der Text [ist jetzt aber
eingereichtpgiect
‘The translation was tedious. The text, howeves, len submitted now.’

The simple noutextdoes not have an event reading and here refene teesult of the
translation, which was introduced as an event enfitst sentence. As the examples in
this section have shown, introduced deverbal nolsifteed for a specific reading can
be continued in discourse in another reading: #heuld not be a problem for a
semantic nominalization theory, since up to nowaleays had only one reading per
lexical form. As seen in the reading-preserving esasthese examples are not
problematic if we can account for the meaning \temm of deverbal nominals and
composition in context.

However, as in reading-preserving discourses, we ftases where the deverbal
nominal is taken up in the ongoing discourse withrepeating or introducing another
nominal form. Still, we can add an indicator forddferent reading without such a
second nominal form. This indicator can either ggplan anaphoric pronoun referring
to the deverbal nominal in the first sentence,taran apply to the first (and unique)
deverbal nominal as well (copredication). Thus, w&n not only find several
occurrences of a nominalization having differerddiags in context, but for example
also pronouns with nominal antecedents that deshate the same reading indication,
as in (80).
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(80) Bei der Entwicklung eines neuen Produktes ist @estaltung der
Verpackung ebenfalls [in der Aufgabe inbegrifign]Sie muss [dem Inhalt
entsprecherb und zum Kauf animieren.

‘During the development of a new product, the giesaf the packaging is
also part of the task. It has to correspond to ¢batent and has to
encourage purchase.’

A97/JUN.10119 St. Galler Tagblatt, 18.06.1997, Ress AT-KAP

The nominalizationGestaltung‘design’ is interpreted as an event here, sincs i
hyponym of the nouufgabe‘task’, which corresponds to the development ofesv
product: this development involves different eveeptg. to design the wrapping. In the
second sentence, the pronasia ‘it (she)’ refers to the abstract result of thesidge
event®, since it is rather the result of the design psedhat corresponds to the content
and persuades the customer to buy the product, tienevent of designing the
wrapping. Accordingly, we first talk about the eveand then describe its result by
using a pronoun. In this case, the referent isosgpeak introduced anew through the
pronoun and every indicator still has its own laagge material to ascribe a reading to,
but the pronoun is not in a strict sense corefeakewith its antecedent, i.e. of the same
reading type. Since the nominalization’s readinglisady fixed by an indicator in the
first sentence, the pronoun seems to lack a saitdiscourse referent to refer back to
(assuming that coreferentiality requires readingsgsiency): the deverbal nominal and
the anaphoric pronoun have competing indicatodo hot have a specific theory on
anaphora resolution to elaborate on here, butoitilshbe clear that we are dealing with
a phenomenon similar to traditional copredicati@neh since we have two competing
indicators for one nominal form. Accordingly, | cder my observations on this
structure relevant for the discussion of copretbcatases even if they are not theory-
based and | will show in 8.1 that pronouns areimfatitely flexible here, i.e. we cannot
add any indicator to them, since they underlieriegins that have to be predicted.

For these examples, we do not only need a theoroarinalization readings and their
indication in context, but also an explanation ttee ability of the pronoun to have a
reading not indicated for its antecedent (the temading may even be eliminated by
the first indication in (80)j* Although it is not yet clear how this structurencae
solved, at least we have two word forms for theicatbrs in these examples, a
nominalization and a pronoun: These seem to haferelt readings, since they are
accompanied by different indicator types. | willselbve these pronoun examples as well
for a full picture of discourse structures althougto not claim to have a theoretical
account for anaphora and reading change.

%3 The packaging itself cannot really “mirror” thentent — if this was an option, it would have toibe
corresponding shape or scent etc., which seemiselyli

** For an account to anaphora resolution with exasmlike these see Hamm & Solstad (2009) and my
short summary in 5.3.
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For (traditional) copredication examples we geiffeent picture: As | have shown, the
phenomenon of reading change does not only playeaim discourse, but also within

one sentence. In copredication, we only have okent@f the noun to which both

indicators apply their contradictory selectionatretions, as shown below in (81) and
(82). Accordingly, the conflict between the indmet becomes even more obvious,
since it cumulates in one and the same lexical form

(81) Die Ubersetzung dieses Werks konnte bereits 198fgeschlossen
werdenjy und als erster Band des Gesamtprojekts [erscheigen]
‘The translation of this work could already be gqbeted in 1990 and
could appear as the first volume of the overal|quoi

(82) 1514 [Uberreichtgb er Louis Xl die [schwierige}, Ubersetzung von
Texten des Thukydides.
‘In 1514 he gave Louis Xl the difficult translati of texts by
Thucydides.’

In these examples, predicatesadgjeschlossen werdébe completed’ andchwierig
‘difficult’ select for the event reading, whiléberreichte'gave’ anderscheinerappear’
indicate a result object reading for the deverlmahimal Ubersetzungdtranslation’. The
question is whether one of the indicators “winstl amposes its selectional restrictions
on the nominal or whether all the readings remaigessible even after a first
disambiguation.

The term “copredication” is described as the phesmmon, “where apparently
incompatible types of predicates are applied tdngle type of object® (Asher &

Pustejovsky 2005: 2). The ability of the readin§specific lexical items to appear in a
copredication structure has been described as raathastic that shows, how closely
related their readings are (e.g. by Cruse 2000Baedvisch 1983). Accordingly, some
ambiguous items, like, for example, polysemes witrelogical relation or homonyms
“accidentally” sharing the same form (cf. also 218)generally exclude copredication.

Sometimes there are even more than two indicatawshied selecting for different
readings of the deverbal nominal as in {83)vhere we have a measuring event, its
resulting values and a report, in which its resaftsrepresented.

*® This example comes from a text about a transl&ohwierig'difficult’ clearly refers to the event and
not to the source text in this context, since heegithe results and not the original to the king:
http://www.hist.uzh.ch/static/ag/e—learning/bdb ailgthp?id=46813.08.2009

*% This should not be confused with the rhetoric figof zeugma, where the oddity of the sentence is
intended He lost his mobile and his temparthe like).

" The translation of (83) is structurally differéfrmm German and for reasons of readability, | wille a
gloss here in the footnote:

Die [im Marz durchgefiihrtge], Messung [zeigtk im [nun vorliegenden Berich{} auf,

the in March conducted measurement showsthe now present report

dass die fur diese Feststoff-Feuerungsanlage anzdevelen Emissionsgrenzwerte deutlich
that the for this solids-firing system apply emission prescriptive limits definitely
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(83) Die [im Mérz durchgefiihrte], Messung [zeigiz>® im [nun vorliegenden
Berichtko auf, dass die fir diese Feststoff-Feuerungsanlage
anzuwendenden Emissionsgrenzwerte deutlich untétech und somit
bestens eingehalten werden.

‘The measurement conducted in March shows in épert now present
that the emissions from this solids-firing systera definitely below the
prescribed levels.’

A97/OKT.27582 St. Galler Tagblatt, 02.10.1997

The measurement conducted in March hence has ar sading, but the report as
such is an object that is present and in whichptinesical manifestation of the values is
included. In addition, we have another type herelaimed in Chapter 3 that the
indicator zeigen‘show’ is per se ambiguous, since the mere faat there have been
events can mean that something is shown, but (proreinently) results show or prove
something. However, in this exampmeigen‘show’ is clearly referring to an abstract
result (value), since we have to know the valuesemwhether the limits are adhered to
(as already mentioned in Chapter 3). Hence, wealgtaeem to have three different
reading types in this sentence: the events, thaieg (abstract result) and a report,
which is a present object and includes the values.

The object reading is here accompanied by its awicdl form corresponding to the
container Bericht ‘report’) and is presumably not expressed by tleninalization
Messungmeasuring’ alon&? Still, we have at least two indicators applyinghe only
token of the nominalization (nameMessung'measuring’): the event indicatoimnj
Marz durchgefuhrte‘conducted in March’ and the abstract result aador eigen
‘show’. Hence, if we had to annotate this corpuanegle, it would not be clear which
reading to assign tdMessungmeasurement’, since it would have to satisfy defa
selectional restrictions of the indicators.

The same holds for (84), where the only occurraiddessungs first indicated to be a
result object, then described as an event, anly @stan abstract result. The example is
about a traffic control and the measurement madeetlby using a specific video
system.

unterschritten und somit bestens  eingehalteneve

underrun and hence optimally adhered are

%8 In this contextzeigen'to show’ is not ambiguous between event and tésdicator as generally
claimed in Chapter 3, since the report is menticaed kind of instrument to show something.

% However, it would be possible to refer to the mefny usingMessungas in:Die Messundliegt auf
dem Tischko ‘the measuring lies on the table.’
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(84) Nur wenn man die genaue Bezeichnung des Videmwgskant, kani
man abschlieliend sagen, ob die [vorliegesisi®]lessung [regelgerec
durchgefiihri}y wurde und somit [verwertbag ware®
‘You can only tell whether the measurement at haras conducte
regularly and is hence viable if you know the psechane of the vide
system.’

If a measurement is at hand or present, it mush Iphysical object, but to conduct
something requires an event reading, wheras thét relsthe event is of questionable
viability here, but rather in an abstract sense timaa physical sense (the question is,
whether information can be used to prove that somelove too fast).

In Chapter 3 | have shown that there are a vadgpossibilities to disambiguate nouns
on different levels of context. Hence, the surpgsihing is not that we often have two

indicators applying to the same nominalization, thatt these indicators can range over
such different semantic domains as events and tsbjéwents have duration, while

objects cannot directly be said to take a speaifiount of time or have a beginning or
an end. Objects can, for example, undergo physicahge and have a colour, size,
shape or weight, while events do not have theseifg@ions, as we have seen in

Chapter 3. Moreover, copredication is not only paesfor these two domains, as

examples (85)—(87) involving different indicatomebinations show.

(85) Die [gestern erfolgte], Sperrung der Foren [wird bald wieder
aufgehobenys.
‘The blocking of the bulletin boards carried outstgrday will be lifted
soon.’

(86) Die Ubersetzung [hat ein Jahr gedaggrtind kann nun endlich [gedruckt
werden)g.
‘The translation has taken one year and can firdlprinted now.’

(87) Der Redakteur hat die [fehlerhafig]Bekanntmachung [in den Mulleimer
geworfenko.
‘The editor has thrown the faulty announcemerd the trash.’

*Www.frag-einen-anwalt.de/Polizeivideo-bei-Geschw3#BCberswchreitung_f26038.htm1.02.2008.
The translation in (84) is structurally differembfn German and for reasons of readability, | willega
gloss here in the footnote:

Nur wennman die genaue Bezeichnung des Visteosy kennt, kann man abschlieRend

Only if  one the precise name ofthe vidgstem knows can one terminatory
sagen, ob die [vorliegendg] Messung [regelgerecht durchgefilytvurde und somit
say whetherthe athand measurement adgul conducted was and hence

[verwertbar]zo waére.
viable was
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Besides different reading combinations as in thevabexamples, there can also be
different structures in which the two indicatorsyappear with the nominalization: |
will deal with all these options in Chapter 8. Faw, it should suffice to say that | will
count all structures where two indicators selectorgdifferent readings are modifying
or predicating over one and the same nominal fosnt@predication, regardless of
whether one indicator is embedded in a relativaisgaor modifies an anaphoric
pronoun coreferent with the deverbal nominal. Tlenguestion is again, when we can
change a reading introduced for a nominal formisc@lrse or sentential context: as we
have seen this is possible if we simply introduoe $ame nominal form again or use
another coreferent nominal or pronoun, but sunpgisi also if we just introduce another
indicator.

Copredication is not only interesting as a charetie of certain lexical forms that
allow it, but also challenging from an analytic quwsitional point of view. These
examples lead to annotation problems if we findrthe corpora (cf. Heid et al. 2007),
because we do not know which reading the nominabzatself should obtain: In these
cases, we have a conflict in selectional restmdiat first sight, because there is only
one token of the deverbal nominal present. Thised®t nominal can in general fulfil
event and result object requirements, but preswmnatil both conditions at the same
time. If we compose a sentence like (88) step by,ghe problem might become more
obvious.

(88) Die [abgeschlosseng] Ubersetzung [liegt endlich auf dem Tisg)]
‘The finished translation finally lies on the tabl

[abgeschlosser{®&bersetzunfivents resuLt ossect] liegt endlich auf dem Tistgh

[abgeschlossene Ubersetzimgnr

[abgeschlossehaent [Ubersetzunkky ar/ro

liegt endlich auf dem TistResuLt ossecT
Figure 3. Composition and copredication

Obviously, the decision for a reading must remaidaitermined on the sentence level
in this example. There are other cases, whereighise case due to other reasons: In
3.1, | hinted at the fact that there can also ke dwtions left for the nominalization on
the sentence level if an ambiguous indicator selémt two different readings (as e.g.
langwierig ‘tedious’ for events and states) that the nomaadion (e.g.Absperrung
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‘obstruction’) shares with it. In such cases, tleeision for a nominal reading is left
open on the sentence level as well, since the ahaliccan select for more than one
reading available for the nominalization. Nevertissl in those examples with
ambiguous indicators, the intended reading coulchhde explicit by adding contextual
knowledge.

This is not the case for copredication exampleg® ttominalization is clearly
disambiguated within the individual phrases andckethe problem does not arise due
to ambiguous indicators. For example, in the phiageschlossene Ubersetziing
finished translation,” the nominalization refers &an event and inDjie Ubersetzung
liegt endlich auf dem Tisgtthe translation finally lies on the table’ itfezs to a result
object. In a case like this, adding contextual kieolge will not disambiguate the
nominalization.

Consequently, the question is how to compose tkestences. Within the scope of
compositionality theory, Lobner (2002) has desatim®mposition in general as a
bottom-up process: The meanings of the individ@atgpare composed step by step to
determine the output. During this process, diffetewels of context are passed through
(e.g. phrase, sentence, context of utterance) eadings can be eliminated on each
level if they are not consistent with it. Assumiagompositional semantic model like
this (cf. also section 3.1), we would elimiffdtene reading on the phrase level — in
(88) the result object and abstract result readinidbersetzungdtranslation’. However,
when it comes to composition of this phrase withPa we need one of these eliminated
readings again to satisfy both selectional resbmst here, we need the result object
reading, sincauf dem Tiscliegen‘lie on the table’ selects for a physical objdnit we
have already eliminated this reading on the phiess.

At first sight, on might propose for example tofsthe meaning of the nominalization

so that it can first satisfy the requirements @ffinst indicator and then of the second or
that the first indicator does not actually elimmate other readings, leaving them still
available for reference. Before | compare differstraitegies like this to solve this

mismatch in Chapter 5, | will hint at another factwhich should be taken into account
in considering a compositional solution to the ewjication problem: we have to make
sure that a theory does not overgenerate concethiagophenomenon, since we find

many examples as e.g. in (8891) where copredication is not licensed.

(89) ?7?Die [regelmaligg] Luftung der Kinderzimmer ist wichtig, aber

[kaputtjueans.
‘The regular air-conditioning of the children’soms is important, but

broken.’

®1 For a criticism of the idea that disambiguatiamafly deletes or eliminates readings see e.g. H&mm
Solstad (2009).
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(90) ?Die Messung ist [komplizieg} und [auf zwei Stellen genai}
‘The measurement is complicated and accurateaal®eimal places.’

(91) 7?Die Absperrung [aus Holz}[dauerte ewig]y.
‘The obstruction (consisting) of wood took for eve

In (90) and (91), we also have two indicators mifigrto different readings of theing
nominalization, just like in the examples dealthwsb far, but copredication is still not
licensed here. However, example (92) involves #maesnominal form with indicators
selecting the same readings as (91), yet is aduepta

(92) Die [aus 25 Teilen bestehengeRbsperrung [dauerte ewig}.
‘The obstruction (consisting) of 25 parts took éwer.’

These examples show that copredication, thoughuémty) is not an unconstrained
structure and seems to depend on the relation batweadings, and also on factors
independent from them. A theory on copredicatiothwdeverbal nominals should not
only be able to account for the above cases ard ¢gbmposition, but also to predict
only acceptable examples. An analysis solving thestions copredication poses for
composition and interpretation in context will henell us something about how we
build up discourses and interpret sentences wiitdeitems that have more than one
reading, and should further, and in particularabke to explain exceptions.

These phenomena can be found in a similar way switiple nouns abook or schoo)
which can also have several closely related readimgin (93).

(93) Die Schule muss [renoviert werdeg] ping UNd (sie) hat dafiir Gelder

[eingeworbenjsTituTion.
‘The school has to be renovated and (it) has ddiseds for that.’

Such non-derived forms are often the starting pdamt considerations concerning

lexical items with different readings and | willettefore give extra examples in the
discussion of the theories in Chapter 5. HowevegJe shown in section 2.3, that they
differ in the distribution of their readings andatithe dependent resultative relation
does not play a role for simple nouns. Consequentyy might also find differences

concerning copredication.

In Chapter 5, I will determine whether and how @iéint theories on simple nouns and
nominalizations explain and predict these phenoméhase theories are not especially
designed as analyses for copredication, but thélymake clear that we might need
more than a semantic theory on nominalization talye® and to predict these cases,
which will, in turn, be the topic of Chapters 7 ahd
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Questions for the theories will be:

* How are the different interrelated readings of dempouns and nominalizations
classified and lexically represented?

* Do they differentiate between the observed thremugg of readings (event,
results, participants) and, if yes, how?

» Can they account for copredication with simple reoand nominalizations and
if yes, how?

e Can they predict exceptions for copredication/drytbvergenerate?



5. Semantic-pragmatic theories on meaning variation

The design of an approach to different readingslesferbal nominals in context and
specifically to copredication cases depends tagelaxtent on the general classification
of nominalizations and consequently on how nombadions are composed with
indicators in context. The overall question is: Angonsistent readings eliminated
during or after the (first) indication or not? Ihey are, how can we account for
copredication cases where a second indicator apfi@n eliminated reading? If they
are not, how do we prevent the overgeneration isf techanism, since we cannot
always access readings afterwards? | will clatigste two options (elimination or not)
and their implications in short now before | tumthe actual design of the theories |
have chosen.

* Ambiguity — selection and elimination

There is no real consensus regarding what the aenbiguity cover§? The essence
is that there is a given set of senses for a wianch fwhich the context selects one
option, i.e. there is an ‘exclusiv@’- relation between the readings. Accordingly,
other available senses are cancelled if they donadth the selectional properties of
the context. If we apply this view to nominalizaiso in a copredication
environment, we have a problem, as we have seéaredihe first indicator in the
sentence disambiguates the noun in a manner thae€dhe second predication to
fail, since this predication applies to the samenimal. This is so, because in
copredication, the second indicator requires &wbfit reading than the first and this
reading has been discarded due to the indicatidheofirst reading. Let us look at
an example: If we have to indicate a reading foe thominal Ubersetzung
‘translation’ in the sentencBie langwierige Ubersetzung verkaufte sich gbe
tedious translation sold well’, the first indicatangwierig would select the event
reading and eliminates the result object readinthatsame time. However, this
result reading would then be selected by the fahgwverb, which leads to a
mismatch. The question is, can we stick to theialion assumption and still solve
the mismatch between first indicated reading awcdrs# indicator?

* Inherent and global underspecification/local disamiguation

Some theories are based on the assumption thahabtimations are not ambiguous
but underspecified and only get enriched in cont@thers have rich lexical

structures, but leave the decision for a readingnopn the sentence level. The
former is what | call inherent underspecificatiothe latter rather assumes
underspecification globally, i.e. on the senteneeel. Theories that leave the
decision for a reading open on the sentence levatesan allowance for local

disambiguation in the case of copredication, heytdo not cancel or eliminate the

%2 Only homonymy, only polysemy, only non-systemaititysemy, homonymy and polysemy etc. See
Behrens (1998) for an extensive overview.
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other options once a “disambiguation” has takergl&uch theories do not fix, but
rather focus one reading or aspect of the lexitattire, e.g. on one reading within
the DP, and on another one outside of it. SinceettaEcounts do not fix a reading
globally (i.e. for the whole sentence) but assuna¢ the deverbal nominal’s reading
is flexible, we do not have the same problem witpredication as the ambiguity
view at first sight. However, as we have seen ateihd of Chapter 4, this strategy
overgenerates in general, since not all readingsrajun are paralelly accessible in
copredication structures. Accordingly, underspeation accounts have to be
constrained somehow to make the right predictions.

In order to understand how the readings come abodtbehave in composition in
context, we need to know how deverbal nominals witbre than one reading are
classified by the particular theory and how thednegs are differentiated, related and
represented in a lexical entry. The question, howdistinguish and classify different
forms of having more than one meaning is addrebgedruse (2000) for example. He
uses the acceptability of copredication structuassa diagnostic method for simple
nouns: According to his approach, if copredicatisnpossible with two discrete
readings of a lexical item, they are not antaganistcause they can be seen as a close
semantic unit so that one does not exclude thea atheombination and they are hence
not ambiguous (in the sense of two clearly distihctugh related meanings). This is

illustrated in (94) and (95), taken from Cruse @0@nd Asher & Pustejovsky (2004)
respectively.

(94) a. ?the ten million dollar inheritance just walkedo be reinvested.
b. ? John and his driving licence expired lastr§tay.
c. ?The bank specializes in IPO’s and is beingkdyieroded by the river.

(95) a. The newspaper [won't hire m&lrrution, SO | don’t [subscribe to
it] meDIUM -
b. The Sunday newspaper [weighs 5\ksjuv and [documents in depth
the economic news of the wegb.

Although almost all the lexical items in questiogrén (except for (94)c) have readings
that are related (i.e. they are not homonymous), abceptability of copredication

suggests that some of them are still antagoni8sicl have shown in Chapter 4, the
readings of deverbal nominals can in principle appe copredication, that is, Cruse’s
test would predict that these readings are notganiatic and hence not ambiguous.
However, the question remains as to how meaningfid test is if it leads to

inconsistent outcomes, even if we combine the sagadings as in (91) and (92) (cf.

%3 Discreteness of readings means that they candaelcldistinguished; this can e.g. be proven ifythe
have independent truth conditions. We could fomegxa ask the following question about a translation
and answer it in either way at the same time, witlppovoking a logical conflict:

Magst du die Ubersetzung? —Nein, sie ist so langgfieJa, sie wiegt weniger als das Original.

‘Do you like the translation? —No, it is so tedibu¥'es, it is lighter than the original.’



5.1 Bierwisch’s two layer semantics 79

section 4.2): In one case it would predict that &vent and the result reading are
antagonistic, while in the other they would be catiige. These examples show that
copredication as a test is context-dependent rakizgr absolute (like many ambiguity
test§”, see e.g. Zwicky and Saddock 1975, Geeraerts 1983jnprove the explanatory

power of this test, we therefore need clear-cutdit@ms and constraints for

copredication structures, which | will establishGhapter 8.

I will first focus on some theories on nominalipais that are based on an
underspecification strategy since it seems morenj@iog to me to constrain such an
account to analyse copredication than to solvegdreeral compositional problem that
copredication poses for ambiguity accounts. | hahesen Bierwisch’'s two-layer
semantics and Pustejovsky’s generative lexicortesihey address the phenomenon of
readings in context for a broad variety of case®rnfsch’s account is of use in
answering my questions about the meaning variatiodeverbal nominals and their
occurrence in copredication structures, since h@a@gs meaning variation by general
patterns applying on an abstract least common devadon. The different readings are
hence not included fully specified as such in theidal entry, but they are only
triggered and derived by contextual means sucidisators. Pustejovsky on the other
hand does include all the readings in the lexidenhas a complex type especially for
closely related readings as in the case of dernaths and this type is designed to
explain their special behaviour, e.g. in copredacastructures.

Hence, they make very different assumptions abdwutesign of the lexicon and for the
behaviour of these nominals in context. | will tedtich of these theories can account
for the different examples given in Chapter 4 befbintroduce a new viewpoint and
complementary analysis for this phenomenon, whglbased on another theory by
Nunberg that does not involve underspecificationthie following, | will also consider
those parts of the theories that deal with nonveéernouns, since these nouns can occur
in the same structures. Although these nouns diffesome aspects from deverbal
nominals (cf. also 2.3), assumptions made about thidl help to illustrate the theories.

In Bierwisch’s and Pustejovsky’s theories, the niegwvariation of certain simple
nouns was the starting point, which was then exddnd deverbal nominals.

5.1 Bierwisch’s two layer semantics

As already mentioned, we first of all need an aotdor the different readings that
simple nouns and nominalizations can display ifed#t contexts in order explain the
examples from Chapter 4 that had one indicator mmeninal form. Bierwisch has

developed a general semantics with two layers|etkieal structure and the conceptual

% Both note e.g. the identity test with “x..., so iddes y” as well as truth-conditional differencéshe
form “p and not p”, where we have to insert the teadings: “x is a dog and so is y” / “x is a dogl as
not a dog”. They show that these tests can comtradich-other in yielding different results as wadl
internally (one unique test leading to two diffdregsults depending e.g. on the context).
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system, because he is of the opinion that nobé&kr systematic) alternations for verbs,
adjectives and nouns can be explained only in tesmgheir lexical structure. He
assumes that they are closely related to concekhaavledge.

In his 1983-paper on the semantic and conceptpatsentation of lexical units, he also
deals with the various reading options that noikes $chule‘school’ or Buch ‘book’,
and also verbs likererstehen‘understand’, can have in different contexts. lis h
opinion, these come about in context by the inteva®f semantics with the conceptual
system. Later he also applied this analysis for rieaning representation of verb-
derived nominals likeBerechnungcalculation’, which can also have several possibl
readings such as, for example, an event or a nesading (Bierwisch 1989).

Bierwisch (1983) deals with simple nouns and praopenes that can be interpreted in
different ways without striking us as extraordinaag in (96).

(96) Faulkner ist schwer zu verstehen.
‘Faulkner is hard to understand.’

The indicatorverstehen‘understand’ is ambiguous since it can selectdctions or
articulations, but also for informational conter{td a book etc.) and all of these
readings are available for the proper name. In, R@&pierunggovernment’ refers to a
location or building, but in other contexts it calso be interpreted as the people there,
particularly if combined with an indicator like decide

(97) Die Regierung liegt am Stadtrand.
‘The government is located on the outskirts.’

The same holds fd8chule'school’ andBuch ‘book’: According to Bierwisch, we can
get many different readings f&chule‘school’, as shown below in (98), which are all
closely related but belong to different ontologicksses.

(98) Die Schule ...
a. steht neben dem Sportplatz.
b. wird von der Gemeinde unterstitzt.
c. langweilt ihn nur gelegentlich
‘The school ...
a. is next to the sports field.
b. is supported by the community.
c. only bores him from time to time.’

Hence, a school can be a collective of people,cation, a building, a process etc.
depending on the context, whereas a book can bg/sical object, an abstract object
(i.e. information/content) etc. as in Bierwischisaeples in (99), included below.
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(99) Das Buch ...
a. liegt auf dem Schreibtisch.
b. wurde mit Erfolg verfilmt.
c. ist noch immer die wichtigste Publikationsform
‘The book ...
a. is on the table.
b. was turned into a film successfully.
c. is still the most important form of publication.

Bierwisch assumes a general pattern here, namtlgea-fold, generalized conceptual
shift between the concepts i) principle or genijestructure or institution, iii) event or
spatiotemporal object. Some of these nouns and padierns resemble nominalizations
like Ubersetzungtranslation’ andVerwaltung ‘administration’, since they also have
very closely related readings that can belong ti@rdint ontological classes. Bierwisch
(1989: 39) claims that deverbal nominals underge #same shift, which creates
“families of concepts” with simple nouns. Howeves we have already seen in 2.3,
simple nouns differ in their distribution of reads) since they do not have a clear
default reading and are not related by a resdticed.

5.1.1 Representation and interpretation in context

To understand Bierwisch’s motivation for the repraation of nouns with several,
closely related readings in the lexicon, we firsed to consider his classification of
these phenomena. | will clarify this with respeztsimple nouns first, since the basic
theory is more worked out in his paper on thisdopiccording to Bierwisch (1983), the
above simple nouns and the sentences they ocaue inot semantically or syntactically
ambiguous/ polysemous, but also not vague or rieralj as suggested when he states:

.Ich betrachte also nur Félle, in denen die lekdchen Einheiten nicht
ambig sind und nicht metaphorisch interpretiertdeer”
‘Hence, | only consider cases, in which the lexigaits are not ambiguous
and are not interpreted metaphorically.’

(Bierwisch 1983: 76}

He argues against analysing the phenomena ir-(@®8) as ambiguity or ellipsis: Since
we would not have natural constraints on their rprietatiort® for example, these
expressions would become indefinitely ambiguous. rédeer, in contrast to
prototypically vague examples e=d or big, they have clearly specifiable readings that
do not merge.

® Translations of the quotes are done by myself.
% Faulknercan be interpreted in context as his behaviosrbhbks, his pronunciation etc. but why not
also as his favourite meal, his property, his chitdetc?
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According to Bierwisch, these phenomena only getentban one reading on the level
of utterance meaning, i.e. in context. Hence, heurags that the several utterance
meanings (i.e. readings in context) available foese sentences are not due to
polysemy, ambiguity or vagueness concerning thekichl entries, but emerge

somewhere else as stated in this quote:

~Akzeptiert man die These des vorigen Abschnitzss Satze wie [(96),
RB] syntaktisch und auch semantisch nicht ambigl,stlennoch aber
(mindestens) zwei verschiedene wortliche Interpieatan haben, dann
muR der Unterschied zwischen diesen Interpretationan bzw. in ct®’,
also auf der Ebene der konzeptuellen Reprasentatgen.”
‘If we accept the thesis of the previous sectibat sentences such as [(96),
RB] are syntactically and semantically not ambigjolbut still have (at
least) two different literal interpretations, thére difference between these
interpretations must lie ifm or ct, i.e. on the level of conceptual
representation.’

(ibid.: 77)

These phenomena are hence classified as unambiguouke level of expression
meaning, i.e. they share a semantic core from wihielactual readings are derived on a
different level. This does also hold for deverbaminalizations in his opinion:
Nominalizations likeBerechnundcalculation’ orVerwaltung‘administration’ hence do
not have several possible readings stored in thede but only one abstract one which
holds for all readings.

Since he assumes that his example sentences diovobte ambiguous items, but still
have different utterance meanings, the unambiguoysession meanifiyy must be
enriched by other knowledge to give rise to théed#nt readings. This is particularly
pressing given that the meaning alternation ispaot of the semantic representation in
this approach. Bierwisch assumes cooperation v¢ghconceptual layer C: here, the
“family” of different variants (or “concept family’is determined by the semantic form.
The intended reading is then determined by theextrit.e. indicators) and hence gives
us the specific utterance meaning, as | will showigure 4 foiSchule'school’.

" The labelsn andct stand for utterance meaning (interpreted in cdapind context.
% Expression meaning is the meaning abstracted fooontext, utterance meaning is the meaning
interpreted in a specific context with fixed refece.
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Grammar G Conceptual sywin C
F'(SEM)
SEMschool S1: process
F’ S2: institution
S3: building
F etc.
Oxttet

Figure 4. Bugsch’s two layer semantics

Function F’ determines the relation between gramfin@rSEM which is the semantic
form in the lexicon) and conceptual system, i.gives you the conceptual units which
are potential reading variants in C. Subsequerfipction F (F (sem,ct = m)
determines the actual variant (i.e. the utteraneammg m ofschoo) out of the given
set in C in the specific context ct: i.e. if we baan indicator asjuss renoviert werdén
‘has to be renovated’ in the context it will seléat the building reading oSchule
‘school’ and triggers its insertion from C into thederspecifieGEM

SEMcan hence not contain all of the readings, siheg are in C and are “activated” by
context to specify a reading. Bierwisch’s introdugt question is whether the lexicon
contains the fully specified, unique literal meanof a word in these cases from which
the other readings are derived by shifts (I willl ghis “unique literal meaning
hypothesis”) or whether it contains the invariahtt the context dependent readings
out of which the other readings are specified oregated (“invariant hypothesis”). In
the first case, the lexicon would, for example yarontain the institution reading, from
which the functions for process, locations etc. Moderive the corresponding other
readings, as represented below in Figure 5.

Grammar G Conceptualystem C
S1: process
SEMNsTITUTION— S2 building
S3:principle
fprocEss
fLOCATION
fPRINCIPLE

Figure 5. Unique literal meaning hypothesis

In the second case, we have a very abstract semaptiesentation, a least common
denominator. Bierwisch initially suggests purpokere something like teaching and
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learning processes, as the abstract core meaningingfle nouns like this. The
conceptual system includes the general schematathfravailable readings and
combines them with the abstract semantic represemti form the utterance meaning,
l.e. for the exampl&chule'school’, something like the institution with thpairpose of
“teaching and learning processes” as in my Figure 6

Grammar G Conceptual system C Utterance meaning
(Conceptual schemata)
SEMnvarianT AX [INSTITUTION X
AX [PURPOSE X W] AX [INSTITUTION X AND SEM X] | AND PURPOSE X W]
with W = AX [PROCESS XAND SEM X] etc.
teach and learn procesgesX [BUILDING X AND SEM X]
AX [PRINCIPLE XAND SEM X]

Figure 6. The invariant hypothesis

Hence, we have the following two options: derivatifsvom a primary variant and
specification of an underspecified semantic formenBisch opts for the invariant
hypothesis, the latter option, where the semauwtimfonly contains an underspecified
representation of the “least common denominatod’ gimes the following arguments:

I.) it is not clear which of the readings shouldthe unique literal one, that is, more
literal than the others (e.g. book: physical objednformation®°),

ii.) iIf one reading is more literal, then procegsshould also be more costly with the
others: if e.g. the primary reading variantS¢hule‘school’ is the institution reading,
then if we would hear a sentence likee school has to be renovatede would first
have to go through the institution reading to @&t the building reading, which seems
unlikely in his opinion,

lii.) the derivation functions f would have to inde constraints on their applicability,
otherwise they would generate examples like (1@@jich is unacceptable, yet still
possible with similar concepts, as shown in (101).

(100) ?Die Regierung liegt am Stadtrand.

‘The government is located on the outskirts.’
(101) Das Parlament liegt am Stadtrand.

‘The parliament is located on the outskirts.’

It seems plausible that simple nouns determineerathfamily of readings than a clear
default reading, although the abstract invarianinag yet worked out: The above

% You could talk about an empty book and it woultl ke a book, and also about a book that has abt y
been printed.
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example for school would not, for instance, différate schools from universities and
other educational institutions in my opinion.

In his 1989-paper on event nominalizations, BiecWisdeals with the different
interpretations of deverbal nominals likBerechnung ‘calculation’ or Ordnung
‘arrangement’ as, for example events or resultse Gan, for example, arrange books
(event) and as a result they are in a certain pnadhile the result of the event of
calculating something can be a value or a resydtoblbepresenting this value. He treats
deverbal nominals and simple nouns in an analogoogel, but for the former the
underspecified form common to all readings corragigoto the event reading. This
point of origin is not as abstract as the concephiliy of simple nouns, since it
corresponds to one reading (the event as showtOR) @nd (103), where INST stands
for “instance”).

(102) Ordnung‘arrangement’
AX, Ay, Ae [e INST [y ARRANGE x]]

(103) Berechnundcalculation’
AX, Ay, Ae [e INST [y CALCULATE X]]

Still, the event representation is included infatimal representations of the readings as
their least common denominator: If there is a neec conceptually shifted reading in
context (imposed e.g. by abstract result indicamsdalsch ‘false’ in the case of
Berechnung ‘calculation’ or wiederherstellen‘restore’ in the case ofOrdnung
‘arrangement’ etc.), operators with constants REESULT-OF are inserted to yield the
different readings in context, such as in exam(l6g) and (105).

(104) Berechnundcalculation’
AX Ay Az [z RESULT-OF €] : [e INST [y CALCULATE x]]

(105) Ordnung‘arrangement’
AX, Ay, Az [z RESULT-OF €] : [e INST [y ARRANGE x]]

Here, the constant RESULT-OF should be understad grimitive provided by

Universal Grammar and the expansion with this dpei@s a “purely semantic change”
(Bierwisch 1989: 47) that is combined with the dvespresentation by means of
functional composition. Accordingly, the relatiom ¢conceptual knowledge is inscribed
in the lexical structure: “The conceptual origintbé variation in interpretation does not
automatically imply, though, that it is not entreed in some way in the lexical system”
(Bierwisch 1989: 40). However, the “ordinary re@etstion” (ibid.: 46), i.e. that of the

event, is only expanded if the context requirepecsic reading, such as a result, in
contrast to ambiguity accounts, where all the mgsliwould be equally represented.
Bierwisch sees this proposal as an alternativbdortes that treat the meaning variation
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of deverbal nominals as actual ambiguity of affigegsmonymy of an event and a result
affix, e.g. Grimshaw 1990) or separate complexdaixentries.

This theory would allow us to explain those exaragtem Chapter 4 in which we have
one indicator per lexical form: different operatarerresponding to non eventive
readings, such as result or means readings anéadse the representation of their least
common denominator (here the event) depending erintlicators in context. In the

next section, | will check whether this theory @so explain copredication examples
with two indicators applying to one nominal form.

5.1.2 Copredication in a two-layer semantics

Bierwisch does not focus on copredication in heotly, but he does briefly mention it
in his 1983-paper as an argument against categgrtbhese simple nouns and deverbal
nominals as ambiguous (in line with Cruse 2000)hik1terms, copredicatidhis not
possible with the readings of ambiguous expressiaashe exemplifies with example
(106).

(106) Das Schloss, das am See liegt, ist verrostet.
‘The palace/lock that lies near the lake is rusted

The first example is acceptable, but onldhlosgefers either to a lock or to a palace,
but not to both in the same nominal form. In costtta these different “meanings” of a
lexical form, he states that different “meaningiaats” (Bierwisch 1983: 81), i.e.
readings of simple nouns likechool and deverbal nominals liké&Jberdachung
‘roofing’, can occur in a copredication construati@f. (107) and (108) below).

(107) Die Schule, die neben dem Sportplatz liegt, haereigrofReren Betrag
gestiftet.
‘The school that lies next to the sports field Hasated a major amount.’

(108) Peter hat die Uberdachung [geplagt][geleitetky und wieder [abreiRen
lassengo.
‘Peter planned, conducted and then pulled dowmdbgng.’

In (107), we have an indicator for locations orltinigs, namely that the school lies
somewhere, whereas only an institution (or persmam donate something, however
both can impose their selectional restrictions foe moun. The same holds for (108)
taken from Bierwisch (1989: 40, indicator marking myself): To plan roofing is to

0 Although he does not use the term copredicatian,phraphrases the phenomenon by saying:
“Ontologically different concepts can simultanequghterpret one and the same expression if their
relation is sufficiently close” (Bierwisch 1989: 37
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plan an imagined event or object, you can only aehdomething that is an event, and
it is only possible to pull down a physical object.

The aim of Bierwisch'’s two layer semantics explaansl models the meaning variation
of verbs and nouns in context in general. He dassfacus on copredication as a
structure requiring an own analysis, but rathes abaracteristic that hints at the noun’s
flexibility and distinguishes it from other lexicidrms. Still, I will try to show what an
underspecification account like that would havefdoe if it was used to analyse
copredication examples in order to show, which ogeestions my own account will
have to answer.

Let us consider (109), in which we find an everd anresult object indicator applying
to the nominalizatiorBestellung'order’, which would trigger the insertion of astét
operator.

(109) Die [heute erfolgte)y Bestellung [wird bereits verpackt]
‘The order carried out today is already being jealckp.’

The nominalizatiorBestellung'order’ would have a semantic representation asvsh
in (110) in Bierwisch’'s terms, which correspondsth@ event. In addition, on the
context level the result indicatavird bereits verpacktis already being packed up’
would generate the object reading through intevacwith the conceptual level as in
(111).

(110) Bestellungorder’
AX, Ay, Ae [e INST [y ORDER x]]

(111) Bestellungorder’
AX, Ay, Az [z RESULT-OF €] : [e INST [y ORDER x]]

If we assume this we get a problem on the contexel] since the first indicator is
compatible with the semantic representation bust#eond one requires the insertion of
an operator. Since we have only one token of theimalization here, these two
requirements collide, as shown in Figure 7: Biechis shifting rule (the insertion of an
operator for the non-eventive readings) would havbe inserted into the syntax after
we have composed the first indicator with the nobnt as a lexical-conceptual
structure rule it might not be designed for thatpose.
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[heute erfolgte [Bestellun@event resuit ossect] wird bereits verpackt
AX, Ay, Az [e INST [y ORDER x]]
AX, Ay, AZ [z RESULT-OF €] : [e INST [y ORDER x]]

[heute erfolgte Bestelluhgent
AX, Ay, Az [e INST [y ORDER x]]

[heute erfolgtivent [Bestellundeviariro

Wird bereits verpackizesuit osiect

Figure 7. Copredication in a two-layer semantics

5.1.3 Restricting copredication

In Chapter 4, | concluded from the data that theme constraints on copredication
which, in addition to an analysis of the structitself, a theory on copredication should
be able to explain. Before | do this myself in Clea8, | will repeat the preliminary

observations Bierwisch makes with regard to exoegti Bierwisch (1983) brieflly

mentions some exceptions with simple nouns, whiatiehto do with the readings
involved ((112) and (113)), and the structure & $entence ((114) and (115), indicator
marking and translation by myself).

(112) ?Die Schule, die [neben dem Sportplatz liegt] [langweilt ihn nur
gelegentlichdy.
‘The school that lies next to the sports fieldyohbres him from time to
time.’

(113) ??Die Schule, die [aus der Geschichte Europas niddzudenken
istlerincipLe [langweilt  thn nur  gelegentlichy/[liegt neben dem
Sportplatz]oc/[hat einen groReren Betrag gestiftetfirurion.

‘(The) school, without which European history webuiot be the same,
only bores him from time to time/lies next to thpods field/has donated a
major amount.’

™ The first part of the sentence sounds a bit odEriglish. It means something lil&chool plays an
important role in European histoyygf. also (115).
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Hence, although we have a family of readings, flot@nbinations are possible here:
the event reading in (112) is presumably a coereading typically related to the noun,
which is possible with almost every noun and aksenss to be incompatible with the
other readings. In (113), we find a reading caliednciple”, which corresponds to a
generic reading abstracting from a specific ocaureeof the noun refereft.As the
event reading of school, principle is also a maeegal reading available for all kinds
of lexical items and these readings seem to bempeatible with the other more specific
readings’®

However, these reading restrictions on copredinagie not sufficient to explain some
examples from Chapter 4, which | repeat below (@%&) (89)). Both examples involve
an event reading, ashoolin (112), but they differ in acceptability.

(92) Die [aus 25 Teilen bestehengigPAbsperrung [dauerte ewig].
‘The obstruction consisting of 25 parts took feeg’

(89) 7?7?Die [regelmaligs] Luftung der Kinderzimmer ist wichtig, aber

[kaputt]MEANs.
‘The air-conditioning of the children’s rooms mportant, but broken.’

Nominalizations differ from simple nouns, in th&ey have the event as a point of
origin and normally allow combinations betweenntgresult) objects, as in (92), or
other result readings (cf. Chapter 4) belongingdiiberent ontological classes, for
example. A resultative relation is not given betwdee readings of simple nouns (the
school building is not the result of the schoolgass, etc.) and this might be the reason,
why one of the readings in copredication structwéh deverbal nominals can be an
event, while this is not possible with simple nofos 8.1). However this does not
explain why example (91) is odd, because we als@ fzen event and a result object
indicator here.

(91) ?Die Absperrung [aus Hojgl[dauerte ewig]y.
‘The obstruction (consisting) of wood took for eve

Moreover, the means reading in (89) is not a gemeading and its unacceptability in a
copredication with the event can hence not be exgiaby genericity or restrictions on
combinations with the event as given by Bierwisthihereas most theories on
nominalizations ignore them, Bierwisch also inckidke constants MEANS-OF and
PLACE-OF to account for examples likeiftung ‘air-conditioning’ like in (89) and
Unterfuhrung‘pedestrian underpass’. Since these are insertéldeirsame way as the
result operator in Bierwisch’'s account, we cannetivi¢ a different behaviour in
copredication from their representation.

2 This might also be the case for the coerced eeamting of school, since we are not necessariyngl
about this specific school that bores him, butrofibout school in general.
"3 For restrictions on genericity with respect toeghifting anaphora see ter Meulen (1995).
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Apart from the readings involved, Bierwisch (1983)so recognizes structural
constraints on copredication as far as coordinadaoncerned, as shown in (114) and
(115).

(114) ?Die Schule liegt neben dem Sportplatz und (si&) di@en grolReren
Betrag gestiftet.
‘The school lies next to the sport’'s field and (ias donated a major
amount.’

(115) ?7?Die Schule ist aus der Geschichte Europas niegzwdenken und (sie)
hat einen groReren Betrag gestiftet.
‘(The) school plays an important role in the higtof Europe and (it) has
donated a major amount.’

In the first unacceptable example, we have the seadings as in the acceptable
subordinated example (107) above, whereas in thenge coordination makes the
unacceptable combination of readings even worseeSihe readings did not change,
this should depend on the coordination structutédl, 8ve cannot explain why an
example such as (90) is not acceptable, sincevdlves compatible readings and the
first reading indicator is embedded in a relatilause.

(90) ?Die Messung, welche [kompliziexg]ist, ist [auf zwei Stellen genaig]
‘The measurement, which is complicated, is aceutat two decimal
places.’

As | have shown, these constraints, which conckeencombination of readings (for
simple nouns) and the sentence structure, are @uheltarting point, but they still
cannot explain all the exceptions for deverbal nmais exemplified in section 4.2. Up
to now, we are thus not able to make predictionshfese examples.

Bierwisch has a convincing account for the varigbdf readings available for deverbal
nominals, since he shows that they follow genesdtepns and locates these in the
conceptual structure. However, the non-eventiveings are all inserted via the same
type of operators and this does not mirror theiryway behaviour in copredication
structures. My aim in Chapter 8 will also be to us®predication to motivate a
differentiation between these readings groups tBagrwisch’'s account lacks.
Concerning these structures, we still have thelprolihat we only have one token of
the nominalization that has to be assigned twcerdkfit representations: one, which is
underspecified (the event) and one, which is exedmt enriched.

In the next section, | will present a theory thatsl not have this analytical problem
since it assumes a different design for the leximoa its types and consequently leaves,
so to speak, the noun underspecified on the semtiewvel. It makes use of different
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shifts (or coercions) that apply within the lexicmnavoid type mismatches in context.
The question is, whether this theory can also ptede right examples.

5.2 Pustejovsky’s generative lexicon

As with Bierwisch, we first need to take a lookla phenomena that Pustejovsky aims
to explain and at their semantic representatiorunderstand how the process of
interpretation in context works in his theory. Rystsky (1995) deals with the
following nominal alternations, among othérs

* Count/mass: e.g. lambs and their meat

» Container/contained: e.g. to drink a bottle orilaohe

* Figure/ground: e.g. a window as an aperture orbjeco

* Product/producer: e.g. a newspaper or its employees
* Process/result: e.g. the obstruction of a stregittarobject

He develops the theory of a generative lexicon (®ith a multidimensional structure
to account for the characteristics of word mearistgd below. He derives these from
the mentioned phenomena and states that he betleygsold for deverbal nominals as
well:

a) The relations between the different readingexpiressions likdook, exam
schooletc. are logical, they follow more general patsef@.g. building holds an
institution etc.) and have “overlapping, dependemt shared meanings”
(Pustejovsky 1995: 28).

b) Word senses overlap and cannot always be clestinguished, i.e. word
meanings are “permeable” (ibid.: 47, eapok in the creation and change of
state reading).

c) The interpretations of word meaning cannot e sedependently of context,
since expressions are used creatively and develammeanings in new contexts
(e.g.good teacher/knifer fast car/typisy.

" He also deals with verbs and adjectives, whiclillinet discuss here: Inchoative/causative altéomat
e.g. something breaks or someone breaksagd e.g. agoodknife vs. agoodteacher (depends on what
it is modifying); verbs with multiple complementpigs: e.gto begin(a book/reading a book etc.)
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In the next section, | will give an overview of $htheory, since its design is crucial for
the interpretation of deverbal nominals and comaibn in Pustejovsky’s approach.

5.2.1 Representation and interpretation in context

We have seen that Bierwisch classifies phenomdeastinool book or calculationas
non-ambiguous or non-polysemous, whereas the rgaaliernation emerges on the
context level (in cooperation with the conceptugstem): These nouns are hence,
according to Bierwisch, underspecified in theirida entry (cf. also von Heusinger
2009, von Heusinger & Schwarze 2006).

Pustejovsky’s generative lexicon (1995) is difféeresince he treats these examples as
complementar’ or logical polysemy. That means that they havest@yatically
related senses” following a general pattern (Poagsily 1995: 31) and are already
present on the level of expression meaning, i.therlexicon. Since he is of the opinion
that so calledense enumerative lexicoms which every item only gets one separately
listed denotation or typemonomorph languageibid.: 56), cannot account for the
variability and flexibility of word meaning, he asses different levels of representation
in this rich lexicon, whose components are not dised, but also display relational
structure between each other.

Apart from argument structure and event struct@k, provides a so—called qualia

structure for lexical expressions, which includbe tproperties or events associated
with a lexical item which best explain what thatrdraneans” (ibid.: 77). They are

divided into the four parameters, as given in (1(t6)Pustejovsky (1991)).

(116) a. FORMAL: The basic category that distinguishes theaning of a
word within a larger domain — also size, shapegicatc. (e.g. a house
is a building). For events: resultant state.

b. CONSTITUTIVE: The relation between an object atsdconstituent
parts (e.g. a hand consists of fingers). For eventsevents.

c. TELIC: The purpose or function of the objectthére is one (e.g. a
typist’s function is to type).

d. AGENTIVE: The factors involved in the object’sigin or “coming
into being” (e.g. a house is built).

To understand how the interpretation of nouns aspredication works, we need to
consider his type system, keeping in mind thatifferent types correspond to my term

S Complementary is opposed to contrastive ambiguihere the different readings accidentally have the
same form.
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“reading”. In GL, lexical items can have differdgpes: they can be simple, unified and

complex (dotted). Examples for simple types wowddcelents, physical objects, abstract
entities or artefacts, as in (117). The telic telés us here that an artefact is made by a
human being, which corresponds to the default (Qsaent here.

(117) artefact

ARGSTR = ARG1 =x: top
[F-ARG1 = y: human
QUALIA= FORMAL =x
TELIC = make (e, y, X)

Simple types like this can be unified to more sfedypes, e.g. to the subgroup of
artefacts, which are physical (ekmife or key), where we have to specify the referential
argument as physical as in (118).

(118) phys_artefact

ARGSTR = ARGL1 = x: physobj
D-ARG1 =y: human
QUALIA = FORMAL = x
TELIC = make (e, y, X)

It is important to note that only different quatan be combined. A unified type thus
cannot be physical and abstract at the same timmiehwvould then exclude expressions
as book (information and/or physical manifestatiomyindow (physical object and/or
aperture), and also some of our deverbal nomirls dre abstract and physical and
thus involve more than one type. Hence, these ndansot establish a subgroup as in
(118), but need an additional type: the compledaited type.

To create complex types, which permit differengreincompatible, types such lasok,
windowetc. and deverbal nominals suchti@nslationwe need a type constructor: the
dot orlcp (lexical conceptual paradigm) operator, which bsiiggether typesl and
type 02 of the expression without creating a subgroup, as shown below i®)1The
paradigm or type cluster for complex types (“dojects”) includes both simple types
separately and a combination of the two in a ddigpd, since some indicators focus on
one of these types (or readings), asaimed book, or on both of them forming a
conceptual unit (e.ca new book as shown in (120) fdnook whose lexical entry is
given in (121).

"% D stands for default argument, i.e. it does neeha be expressed overtly.
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(119) a: o1 a: o2
Icp (a): ol. 02

(120) Lcp ={ol.02,01,02}
Lcp (book) = {informationphys_obj, information, physical object}

(121) Book

/ARGSTR: ARGL1 = x:info \

ARG2 = y:physobj

informationphys_obj_Icp
QUALIA = FORMAL= hold (y, xy)
TELIC = read (w,X)

K AGENTIVE = write (v,.¥) /

The qualia gives us the relation that the physidgéct holds the information, tells us
that the purpose of a book is to read the inforomatand also shows that it came into
being because someone (a human being) wrote itdatl this information is already

given in the lexical entry.

Deverbal nominalizations are treated analogousdmplementary polysemous) simple
nouns, but might involve different simple typesveldal nominals likéranslation or
constructionare complex, “dotted” types consisting e.g. okaant plus an information
reading translation (122)) or a proce$5plus a result readinggnstruction(123)).

(122) Lcp (translation) = {eveninformation, event, information}

(123) Lcp (construction) = {procesesult, process, result}
In contrast to Bierwisch, different readings of eédal nominals are hence already
available in the lexicon before the context recaimad develops thefl as shown in the

lexical entry in (124). Here, we find a dot with ament and a result object type or
reading, whose characteristics are specified iratgament structure:

" pustejovsky distinguishes between processes amts\ have used event as a more general term for
both.
8| will clarify which result readings are meant &én section 5.2.3.
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(124) Constructior’

EVENTSTR = _E] = e;: process
E; = e,: state(s) of existence
RESTR = event co-identification e;=e,
ARGSTR = ())ARGI1 = x: animate individual |

FORMAL = phys ahj
(D)JARG?2 = v: artifact

CONST: z

FOEMAL = entity
(d)JARG3 = z: material

FORMAL = mass

QUALIA = event-result-ohject_lcp
FOEMAL: cause (e,y)
| AGENTIVE: construct (e;=e,,x,z,y)

The qualia mirror the relation between the différgiqpes here, in a way that differs
from simple nouns: The event of constructing catisesesult, which is an artefact and
corresponds to the direct object of the virlzonstruct while e.g. a book object is not
the result of the information (cf. (121)).

For other, less resultative readings (cf. 2.2k lor example the result of a translation,
which is based on an already existing text brotgiat a new staf8, Jezek & Melloni
(2009) assume a hidden argunierior the resulting text. They assume that thistenti
does not correspond to a syntactic argument abdise verb. For these nominalizations,
which they call re—description nouns, they refineditional GL representations and
suggest lexical entries, as in (125).

" The representations fepnstructionandtranslationare taken from Jezek & Melloni (2009), who have
further developed lexical entries for different debal nominals in GL.

8 In contrast to nominals based on verbs of creatiom state(s) involved in the event structurerés/a
hence not all described as states of existence.

81 Cf. Badia & Sauri (2001)
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(125) Translation

EVENTSTE = _E] = e,: process
E; = e, state(s)
RESTR = event co-identification e;=e,
ARGSTR = i (d)JARG] =x: human
FORMAL = phys ohj
(d)JARG2 = y: artifact
FORMAL = info_physobj
(h)ARG3 = z: artifact
FORMAL = info_ahj

QUALIA = [ eventsresult-ahject lcp
FOEMAL: cause (e,z)
AGENTIVE: translate (e;=e;,x,z,¥)

They distinguish two end states fioanslate namely the state of the book being fully
translated and the state of existence of the @#osl, and we have three arguments in
the argument structure: The agent, which is hurttenartefact, which is translated and
constitutes a complex type comprising of informatend physical object (the source
text), and another artefact z, which is the tramslanformation. The formal quale tells

us that the event of translating causes this atteféto exist) and not the original text y,

which shows its dependency on the event. It is mamb to note that the result of

translation refers to the abstract result here, namely therimdtion, since z has the

formal quale info_object (and not physical_objece, the physical manifestation of the

information is not included in the lexical entry.

To understand how these representations are coohjasephrases and sentences, and
how copredication can be dealt with, we have toswer the different generative
mechanisms operating on this rich lexical structéwecording to GL, two things can
happen in the composition of a predicate and gsiraent: Either the argument itself
matches the requirements of the predicate directlyot. If the argument is of the right
type, e.g.water is a liquid anddrink requires a liquid argument, composing them is
called “selection”. If the argument cannot directgtisfy the requirements of the
predicate, the type can be “coerced” (cf. Pustépv$995, 2006) to avoid type
mismatches. Type coercion can make use of infoonagjiven in the rich lexical
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structure, it can, for example, “exploit” certaispacts of the qualia. Consider, for
instance, the case offast typist asfastselects for an event and a typist is not per se an
event, the adjective can refer to the informatiovely in the TELIC role (“selective
binding/subordinated exploitation”), namely to theent of typing. The qualia can
hence be understood as the “jumping off point fmgrations of semantic reconstruction
and type change” (Pustejovsky 1995). However, tla@senot the mechanisms that we
need in order to explain the examples from Chafter

More importantly for indicating the readings of @eval nominals in context and for
copredication is that we can also exploit the edoal not independent, components of
a complex type: a predicate likenductwould, for example, access the event type of
translation while buy would select the physical object type: “Type exaliion occurs
when a verb selects only a parttbé semantics associated with its arguments” (cf.
Pustejovsky & Rumshisky 2008: 339). In section&.2will show how this mechanism
accounts for copredication examples as well.

Although the lexical entry might be very rich infarmation, there are cases where the
necessary component for exploitation is neithelusied in the complex type nor in the
qualia, as, for example, in the case of the phisbgect reading of translation (cf.
(125)). In this case, we have to introduce the irequtype first. This happens by
“wrapping” the original type with the required semtia type in examples likdary
read a rumour about yquvhere rumour is itself informational but is wragpwith a
physical manifestation type (cf. Pustejovsky & Raimky 2008) and analogously in the
translation example, where we have to wrap the informatiore tifpwe select for its
physical object, which is not included in the coexptype or in the qualia. With these
mechanisms in mind, | will now look at copredicatio a GL framework.

5.2.3 Copredication in GL

Asher & Pustejovsky (2000) note that “dot objectsrevfirst introduced to explain
copredications in the context of polysemy”, i.@stbpecial type (complex/dotted) came
about to explain the behaviour of these nouns premstication structures. According to
GL, the indicators will simply select for differeaspects of the complex dotted type in
such an example with two required readings for rmmen:

“The constituent types pick out aspects of the abjand the object’s
complex type reflects the fact that it may haveesal distinct, even
incompatible aspects. (...) The intuition is that r@gjication requires these
two type&? to be accessible simultaneously during compositiea function
of dot objects is to make this possible.”

Asher & Pustejovsky (2005: 7-8)

8 They talk about the physical object and informatieadings obookhere, but this can be generalised
to all dot objects.
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Let us look at an example where this is the cé#fsersetzungtranslation’ has a
complex type consisting of an event and an infoilwnatype, as illustrated in (125)
above. An adjective likéangwierig ‘tedious’ can hence exploit the event type in the
complex type, whereas the predicetiefehlerlos'is faultless’ exploits the information
type, as in (126).

(126) Die Iang@ge[]bersetzungistf hlerlos
EVent. infcﬁ_’lcp/e

‘The tedious translation is flawless.’

This mechanism of type exploitation correspondbtal disambiguation, because one
indicator operates within the DP and the other dugng the combination with the
predicate. Both indicators can “look into” the regpentation, and thus the reading of the
noun is not specified for the sentence level. llofes that the reading alternation with
deverbal nominals and the cases with two compaétitigators applying to one token of
the associated nominalization are explained by aatxpy complex (“dotted”) types.
One remaining question is, whether it is possibie glausible that anaphors
accompanied by an incompatible indicator would dlsoable to exploit the complex
type. Moreover, | will show that such a view ovargetes, since under the discussed
assumptions all readings should be accessible amimt of the specific context.

5.2.4 Restricting copredication

Asher & Pustejovsky (2005: 8) state that contrayivambiguous words, i.e. those
which have readings without a logical relation lik@nk do not license copredication,
as shown in (94) repeated here (cf. also Cruse a8@MBierwisch 1983), and do hence
not consist of a dot object.

(94) ?The bank specializes in IPO’s and is being quiekbded by the river.

As far as complementary polysemous words with acédgrelation between their

readings are concerned, all combinations of readisgould be possible in a
copredication if only there is a corresponding dbject including these types of
readings for the nominalization or types in theliguthat we can exploit. This is so

because we do not fix a single reading globallylensentence level, but the indicators
can look into the rich structure and focus on @ertspects without eliminating the

others.

However, if this is the case, it is still not cledny examples like (89), repeated below,
are also not acceptable, since the readings ind@ve closely related.
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(89) ?7?Die [regelmaRigg] Luftung der Kinderzimmer ist wichtig, aber
[kaputtjveans.
‘The regular air-conditioning of the children’soms is important, but
broken.’

The prediction in GL would be that these readingsdt form a dot object, since they
cannot appear in a copredication. However, a d@cblis not the only possibility to
license copredication: some readings come abouditbgrent mechanisms, e.g. by
exploitation of the qualia, as in Asher & Pustejoys exampleLunch was delicious
but took forever(Asher & Pustejovsky 2000: 8), where the teliceraf lunch is
exploited bytook forever(to eat). It is not clear where a means readiagh |s in (89),
would appear in the qualia. It might or might notrespond to a certain quale, but it
will at least be included in the argument structure

Although it is not explicitly stated in Pustejov&kyGL theory, | will check now
whether we can explain the acceptability of coprawon by means of the different
generative mechanism bringing it about or coer¢inyVe can have readings that are
generated by exploitation, i.e. they are already piathe lexical representation, either
in the qualia or in the complex type itself. On tither hand, we can have readings that
have to be introduced first by wrapping the arguinvath the intended type (as e.g. the
physical object of the translation). The questisnwhether it might be easier to
copredicate two readings that are inherent in thieod at least in the qualia than to
include a reading that has to be introduced fistl have mentioned above in 5.2.2, the
physical manifestation reading of a translation ldolave to be introduced first by
wrapping the information reading if there is anidador that requires this physical
reading®® However, if we compare examples (127) and (128)which we have a
copredication with the dot readings and of a dadieg with an introduced reading,
their acceptability does not seem to differ considl, while (89) above is still odd,
although means are presumably represented someimttbielexical entry (just like the
material for constructing something in (124) foample).

(127) Die [treffende}r Ubersetzung [war langwierigy].
‘The accurate translation was tedious.’

(128) Die [langwierigety Ubersetzung [verkaufte sich millionenfagh]
‘The tedious translation sold million-fold.’

Further, it is not always clear which readings magehe dot and the qualia and which
ones get introduced, since to my knowledge thezenarclear rules for that aside from
vague intuitions. Moreover, if we had these cleamditions, dot objects alone would
not explain why we sometimes get unacceptable ebemwith two readings obviously

forming a complex type as for example in (91).

® This is similar to Bierwisch’s introduction of agors indicated by predicates or modifiers in eaht
cf. 5.1.
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(91) ?Die Absperrung [aus Hojg][dauerte ewig]y.
‘The obstruction (consisting) of wood took for eve

Asher & Pustejovsky (2005) note that the acceptsitmf copredication structures does
not only depend on dot objects, but also on dissmuaontext and rhetorical relations, as
(129) and (130) show below (cf. Asher & Pustejov2k(5: 8-9).

(129) The Sunday newspaper weighs 5 Ibs and documedtpith the economic
news of the week.

(130) ?The newspaper was founded in 1878 and weighs 5 Ibs

However, they attribute this to the different typesolved — the physical object is
combined once with an information object and ondé wan institution. However, type
combinations cannot explain the oddity of (91), caese it includes the same reading
indicators as in acceptable copredications (evedt rasult object). Accordingly, the
assumption of dot objects licensing copredicatibougdd be substantiated by clear
constraints concerning readings, structure andegtunl factors.

5.3 Intermediate summary

The theories | have dealt with so far (the two-fagemantics and the generative
lexicon) were both able to account for the intetgtien of deverbal nominals in
contexts with one type of indicator, even thougbytlused very different strategies.
Bierwisch used an underspecified lexical entry #iateadings share, Pustejovsky used
a very rich generative lexicon. In both cases, eednshifts (“conceptual shift” or “type
shift/coercion”) to arrive at the intended readiimg context: The former for the
enrichment to non-eventive readings, the latteseiect an already available reading or
coerce it into a suitable type out of a given Betth theories have their shortcomings:
Bierwisch admits that he cannot yet give a cleaoth on the conceptual system and its
structure, whereas Pustejovsky’s GL was often sa@ktend the lexicon too muth

However, as the focus of my thesis is on copreinand its constraints, | will rather
evaluate these theories with respect to what tloeyribute to these topics. While it is
not clear how a two-layer semantics could solve dtweflict between two competing
indicators for one noun, GL assumes complex typeg &llow predications over
different aspects they involve simultaneously. Heeveif we do not eliminate readings
in composition, we should have clear constraintstlogir accessibility in further

discourse, i.e. in copredication.

8 For a critical view on GL see for example Dolli(i98).
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Both theories have shown that copredication is possible with homonyms
(“contrastive ambiguity” in GL) or readings of peBms not systematically related, as
was also stated by Cruse (2000). Moreover, Bietwisas shown that coordination
structures might impede copredication and that gengand processual readings of
simple nouns) are excluded for copredication, nuteshe uses the same templates or
operators for all non-eventive readings, we cannfetr further constraints from their
introduction. Pustejovsky stores the different rnegsl on different levels (dot object,
gualia, introduction), but the procedures to coettem cannot always be used to
differentiate the acceptability of copredications/alving them. This leaves some
guestions unresolved, for example, why some subatell examples are still odd, why
compatible readings such as event and result (fayridot object in GL) do not always
lead to acceptable copredications, and which rgadere generally excluded from
copredication (in addition to the generic ones edetl by Bierwisch).

Both theories focus on the noun’s variability axibility in context and make use of
shifts that apply on its lexical structure to agriat the second indicated reading in
copredication. However, we have seen that thiscbasisumption still leads to
mismatches in composition or overgeneration as$athe conditions for copredication
are concerned. Hence, the question arises, whigtiseright to assume, that we do not
eliminate readings if we apply an indicator to timain in composition, since as we have
seen, not all readings seem to be accessibledmdabond indicator in copredication.

Obviously, there are some other theories on nometadns and copredication and |
will sketch some of them here to show what thespestive focusses are and which
questions they leave open. Asher (2008) deals aifferent kinds of predication and
mismatches involved in them, that is, with the ‘ttieh between the demands of the
predicate for a certain type of argument and thee tgf its actual argument” (Asher
2008: 11). These include examples with a mismattwéen NP and VP, but also
copredication examples. Instead of assuming theitde meaning can change in
context, he opts for a complication of the notidipi@dication and logical form, i.e. for
a typed lambda calculus, so that these mismataleea @roblem for compositionality
and not for meaning shifts. | will not go into thetails of these analyses here, since the
question what the constraints for copredication aard how we can predict the right
examples is left unanswered by his approach, t@heA discusses some contextual
effects on certain NP VP combinations, but as wesege in 8.1, there are also different
kinds of constraints for copredication that this@mt cannot explain.

“Reambiguation” (cf. Solstad 2008 and Hamm & Salst2009) is a combined
constraint logic programming (van Lambalgen & HarB@05) and DRT account that
— in effect — assumes local disambiguation for edpration examples especially with
anaphora, suggesting there would be no mismatciveket the indicators in these
sentences, since we can select a reading withirmaather one outside of the DP. They
deal e.g. with examples like (131) (Hamm & Sols2@09: 3).
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(131) Die Absperrung des Rathauses wurde vorgestern v@noDstranten
behindert. Wegen anhaltender Unruhen wird sie aulwute
aufrechterhalten.

‘The cordoning-off of the town hall was disturbeg firotesters the day
before yesterday. Due to continuing unrest, it [dtate of being
cordoned off] is sustained today as well.’

According to this account, the first indicator dakdete the other readings, but allows
the deleted readings to become available againruwettain conditions. They discuss
some constraints on this process of “reambiguaticgicerning the accessibility of
certain readings after the first indicatfdnwhich they explain in terms of the internal
structure of the noun's first focussed readingh(wéspect to the example above, it is
decisive whether the event representationAbEperrungin the first part of (131)
involves a state component, so that it can be aedegy the second indicator, or not).
However, even if the second indicator refers teaing predicted to be accessible here,
other factors can prevent the licensing of copmta, which do not depend on the
readings involved as | will show in more detailQhapter 8.

Since the theories discussed in the last secteegelsome questions open, especially
concerning constraints on copredication, | will toylook at mismatches in general and

copredication in particular from a different persjpee. In the next chapter, | deal with a

complementary approach in more detail.

% These constraints often concern the order of éaelings involved, i.e. whether we first indicate an
event and then a result etc. | do not agree wittaateptability judgements given there, since in my
opinion we can for example have a result indicateceding an event indicator, cf. footnote 103 &ud
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In this chapter | will establish a new viewpoint copredication examples based on a
theory that was developed independently of moreciBpenominalization and
copredication issues, but rather deals with measinig in general. My aim is to find a
complementary analysis of copredication exampleghvallows us to predict the right
examples by motivating the licesing factors. Siticse constraints on copredication
could not be clarified comprehensively by the theodiscussed so far, | suppose that
they might not depend entirely on the noun’s lelxgteucture, on which these theories
have focussed. Before | introduce Nunberg’'s predi¢eansfer as a complementary
alternative, | will first give an overview on diffent kinds of sortal mismatches, of
which copredication is only one aspect, and how Hre solved.

6.1 Sortal mismatches and shifts

| have dealt with different strategies to match meowvith their indicators in the
preceding chapter, i.e. with the fixing of theiadéngs in different contexts and the
resolution of sortal mismatches between nouns dmeir tsurroundings. These
mismatches can occur in different forms and, alifmodheir specific description
depends on the theory applied, there are somea@esit®ervations that can be made: In
case of a systematic meaning variation as withool etc., which has a family of
readings, a mismatch can exist between an indiegtplying to the noun and some of
its readings. This leads to a shift to one of thasenponents that matches the
selectional restrictions of the indicator, e.gthe building {s renovatel the institution
(has called etc. Hence, these readings are all given fomthen and an indicator can
select one of them.

Similarly, deverbal nominals such adsperrung‘obstruction’ are composed with an
event or result indicator: although the event s ploint of origin on which the result
depends here, the result readings are systematia (arge group of nouns) and appear
in the lexical structure. In the case of a mismdietween the indicator and the event
reading, we shift to another reading that fulfihe selectional requirements and is also
already given for the nominalization. A more praob&ic form of mismatch is involved
in copredication, where it exists between the tnaidators: one, for example, selects
for an event whereas the other selects for a resudin though both apply to the same
nominalization. We would intuitively have to applyo shifts to avoid a mismatch in
such cases.

As we have seen above, Bierwisch and Pustejovskg Haalt with sortal mismatches
of the kind first mentioned: They applied differémds of shifts (conceptual shift and
coercion cooperating with the lexicon) on the notméx their reading in context. The
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former uses conceptual shifts from an underspekctbea specified form of the nominal
in context. The latter uses coercion to the reqguisge, e.g. by exploiting different
aspects (complex types, qualia) stored within #achl entry of the noun. In both
cases, it is the noun that is adjusted to the gtudé requirements. The shifts
accomplishing this adjustment are based on the’sdexical structure, which includes
all the readings. As we have seen, these assumspbase problems for copredication
examples. Since the shifts involved here canndy feblve them, | will consider a
different kind of shift in this chapter.

The discussed theories were designed in the flestepto explain systematic shifts
between readings which are available for whole gsoof nouns, and can be applied in
every situation, for example, between a physicgaiband its contenbpok, container
etc.) or a building and the corresponding insiitatischoo) theatreetc.) or count mass
distinctions ¢hicken oak). However, we also find sortal mismatches wherecamnot
shift to another literal reading, because eitherrtbun has only one reading or none of
the ones available matches the selectional rastigctof its surroundings. For these
cases, there are different mechanisms that onlly appspecific situations and these
contextual shifts and situational uses are thectopa theory by Nunberg (1995, 2004).
These mismatches lead to general questions abeutetkibility of meaning and the
lexicon, but also about the mechanisms applyingpimtext: What are the constraints on
the flexibility of word meaning? How do we decidaether a mismatch can be resolved
and under which conditions?

Nunberg deals with the general possibility of usfttte same expression to refer to
what are intuitively distinct sorts of categorie$ things” (Nunberg 1995: 109).
Metonymy, i.e. when we takEhe White Hous& denote the government in there and
not the house itself, is an example for an undeglyirinciplé® for these mechanisms of
transfer. Yet, although we have the same underlpirigciple, it might lead to very
different shifts, i.e. to systematic or context-elegent ones. (132) is an example for
cases which depend on a special context: Heregxpeession for a disease is used to
refer to the patient suffering from it.

(132) The pneumonia asked for more ice-cream.

We can only express this sentence successfullyhiospital setting or the like, where a
description like this is helpful for speaker an@itee. Since we need special settings for
these cases, it seems implausible to include #ading in the lexicon, in a form like
pneumonia 1. disease, 2. person suffering from this dise&t@wvever, both this
example and the systematic ones involving lexiealdmgs likeschool etc. rely on
metonymy, i.e. the shift of the concept’s referetacene of its components.

8 Another one would be metaphor: here, we also hashft to a reading not in the domain of the
expression itself.
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What about deverbal nominals then? If we compagentto the mentioned two groups
of shifts, namely systematic and context-dependeets, we recognize that deverbal
nominals can also be involved in both of them, jik&t simple nouns: On the one hand
deverbal nominal readings are very systematic agdtke shift from an event to a
result reading is available for a whole group omnalizations. On the other hand, they
can be used in specific situations, as exemplifigd 33).

(133) Die Vormerkung hat schon wieder ihren Leihausweiggssen.
‘The prebooking/reservation has again forgotteribrary card.’

We could imagine this sentence being uttered bybmarian complaining about a
customer who has prebooked a book and who alwagst®his library card. However,
| have focussed on event and result readings aérdal’nominals in this thesis, which
are more systematic.

The most important question for my purposes is Wwiknd of shift is involved in
copredication cases with deverbal nominalizatiomd &hen is it licensed? Since the
accounts treated so far were not able to fully &xpthis phenomenon, | will now turn
to a different kind of shift, namely “predicate rieder”, to figure out whether the
application or advancement of this shift can giegvnnsight into copredication and its
constraints. Since it focusses on different pafrth® sentence than the noun, | will first
consider shifting positions in sortal mismatches.

6.2 Shifting positions

If we have to deal with a mismatch, we have to deediow to make the parts of a
sentence fit. Relating this to the example in (182)y a person can ask for something,
but not a disease. The central question here, #sas/éor copredication, will thus be:
Which part of the sentence has to be shifted ihewe a mismatch between two parts?

In most theories, the flexibility in meaning is abed to the noun and its potential to
shift, as we have seen. In contrast, Nunberg cl#nasthere are different kinds of shifts
and that it does not always have to be the noutn ithadjusted to the rest of the
sentence. Let us compare the two situffivexamples (134) and (135) taken from
Nunberg (1995: 110); they are both uttered in @asibn where a customer hands his
key to an attendant at a parking lot.

(134) Thisis parked out back.

(135) | am parked out back.

87 By “situative”, | mean that examples like thesepeled on a special setting to be acceptable and
understandable, i.e. a restaurant, a parking ¢ot et
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Clearly, it is not the key itself that is somewherg back, but the car and the predicate
can also not literally refer to the speaker asaatdid by the pronoun since s/he is in
front of the hearer. These examples are not pecaitiall; if we think about it, we do
these things all the time: it is easy to think gamples like (136)—(141), which are
analogous to Nunberg’'s examples.

(136) Ich bin online/offline.
‘I am online/offline.’

(137) Wir laufen auf der Filmschafy.
‘We are shown at the Filmschau.’

(138) Ich habe einen Platten.
‘I have a flat tire.’

(139) Du vibrierst/klingelst.
‘You are vibrating/ringing.’

(140) (auf eine Eiffelturmminiatur zeigend): Das ist neineblingsstadt/Da will
ich mal hin!
(pointing at an Eiffel tower miniature): ‘This isynfiavourite city/l want to
go there!

(141) (auf eine LP zeigend): Die habe ich letzte Woch&atler Klub gesehen.
(pointing at an LP): ‘I have seen therfiat Keller club last week.’

| can hence say that | am online or that | haviitife as in (136) and (138), though
actually it is my computer that is online and migebthat has a puncture. A person can
also be said to ring or vibrate as in (139), altitoit is not really the person herself, but
his/her cell phoné® Moreover, | can point at an object while uttersamething related
to that object, e.g. about a city by pointing a¢ ar its landmarks in miniature form as
in (140), or at a band by pointing at their LP ag141): | certainly do not want to
express that | want to got to the place where theature is or that | saw the LP last
week in the club. We do not have to make this miation explicit, but we might still
recognize that there is a sortal mismatch betweemarts, since, for example, a person
does not have tires that can be flat.

Hence, the crucial thing about examples like thesagain that we have to adjust or
shift something to make the parts fit each othet, there are no available matching

% This sentence was uttered by a film team, refgriintheir work shown at a film festival.

8 In German, we use the same demonstrative prormusirigular and plural to refer to the LP and the
band (members), nametije.

% In the case of vibrating it might indirectly beetibase that | myself vibrate, but it won't involuey

whole body.
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readingsper seto shift to. What we do have is a mismatch betwbensubject and the
predicate in these sentences and we know that wé toe change something in this
context to arrive at a plausible interpretatione Tinst question is: What do we have to
change and why do we choose to change this parhandhe other? The follow-up
question would then be: How do we change the paguestion?

The first intuition concerning botlparked out backexamples by Nunberg would
presumably be that we have a shift from the reteséthe demonstrative or pronoun to
the car so that both sentences correspomdytoar is parked out backNunberg (1995:
110) uses three tests to check the intuition thahése casdsandthis actually refer to
the car. For the first two tests, the assumptidhas if this intuition is true, it should be
reflected in the grammar, e.g. in number (i.) ondgr (ii.) congruence. In addition, a
semantic composition test is introduced (iii.).

i. If the demonstrative or the pronoun really reféw the car, then its number should
correspond to the object or objects we want torrefe(the car) and not to the thing

demonstrated instead (the speaker or the key}. if congruent in number with the

object, we can conclude that its reference has bledted to this object, in this case the
car. For deverbal nominals, this would mean thahewe to check whether the number
of the event presented first and of the result thdicated can differ (e.g. one event vs.
several results), as we will see in the next sactio

ii. The second test concerns grammatical genddafiguages that mark adjectives and
demonstratives accordingly): Should the words forand key have a different gender
in such a language, the adjectiymiked must demonstrate gender congruence either
with the referent (the car) or with tlilemonstratungthe key or the speaker). This will
then tell us which part is shifted. However, a tiés this does not work for German or
English, where (predicatively used) adjectives dathonstratives are not marked with
gender and where the event and result readingewrbal nominals have the same
gender anyway. Hence | won't use this test in e section on deverbal nominals, but

| will demonstrate it here with an example fromiéta to illustrate Nunberg’s claim.

iii. The third test concerns semantic factors siitocdepends on the ability to conjoin
additional predicates of different sorts: We havalétermine whether we can conjoin
the above sentences with a predicate referringeaar or with one referring to the key
or the speaker. If e.d.was shifted to refer to the car, then we shouldalble to say
something else about the car as well apart fromgoparked somewhere. For deverbal
nominals, this would mean that we should be ableooin a predicate applying to
results, if the deverbal nominal is shifted (teault reading) and not the predicate.

According to Nunberg, we can now apply these testsoth situative examples ((134)
and (135)) to see whether they are based on ditfdi@ds of transfers applying to
different positions. Let us start with the numbengruence: If | would hold more than
one key fitting a car parked somewhere, | woultl st say Theseare parked out
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back i.e. the number of the demonstrative dependshenréferent and not on the
demonstrated thing, which has a relation to thereeit car. | will try to illustrate this

situation in Figure 8.

Figure 8. Several keys fitting one car

However, this is not the case for example (135hwie pronoun: According to
Nunberg, | cannot saye are parked out backwhen I am on my own and have more
than one car as in my figure 9. This would only gmssible, if there were several
drivers. Here, the number of the pronoun is congrwath the number of the speaker,
that is thedemonstratumand not with the number of the intended referiemtthe car.

Figure 9. One driver, several cars

Let us see whether the two examples also diffeh wéspect to the gender and
conjunction test: According to Nunberg, we needh&wve the same gender for the
demonstrative and the adjective describing the loaltalian, the word for car and for
key is feminine, while the one for truck is masnali If | talk about a truck, the
demonstrative would be masculine in therkedsentence correlating to the gender of
truck, and not feminine like the word for key. Hence, fm&m and gender of the
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demonstrative depend on the referent, namely thok tnere. In contrast, in the pronoun
sentence an Italian man would use the masculima frthe adjectivgparkedtalking
about his car, which corresponds to the speakéndiuo the feminine gender of cHr.

Another difference shows up as far as conjunctamesconcerned, as exemplified by
examples (142) and (143), taken from Nunberg (1999-111, indicator marking by
myself).

(142) a. ThigJis parked out backhr and [may not starghr.
b. ??This [fits only the left front doagy and [is parked out backir.

(143) a. | [am parked out backhr and [have been waiting for 15
minutes];RNER.
b. *I [am parked out backhr and [may not starthr.

We recognize that we can only conjoin a predicla#t tefers to the car when we have
the demonstrative pronoun, suggesting that theemée might really be shifted from
the key to refer to the corresponding car in teistence as expected. On the other hand,
the sentence with the pronoun referring to the lsgreaannot be conjoined with car
predicates, but only with those that refer to thvener. | will summarize the test
behaviour in Table 10.

I (am parked out back) This (is parked out back)
CAR DRIVER CAR KEY
Congruence in
*  Number with X X
* Gender with X X
Coordination with X X
predicates applying to

Table 10. Tests for transfer position

Nunberg takes this as evidence that the pronduas not been shifted to the car in the
parked out baclexample, but still refers to the owner, while dhemonstrativethis
actually refers to the car. | will clarify this ({144) and (145) (based on Nunberg) by
indicating the shifted or extended meaning of goression in curly brackets.

(144) a.This is parked out back.
b. {Thiskey = the ca#} is parked out back.

(145) a.l am parked out back.
b. | am {the owner of a car thais [parked out backhr}priver

1 Holding up a keyla chiave, fto refer to a truckil camion masc.)Questo (masc. sg.) & parcheggiato
(masc. sg) in dietrd'This (masc.) is parked (masc.) in back." (NunkbE93§5: 110).
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Hence, although both types of meaning transfemagonymic of the type driver/car,
they differ in whether the transfer affects theuangnt or the predicate. This is one of
the main claims of Nunberg's study: We can use shene general underlying
principles, but they do not necessarily lead to sane phenomena in language.
Metonymy can be the basis for lexical alternatiagsn the case afchoolor book but
also for shifts only applying in very special siioas. In addition, they can lead to what
Nunberg calls “deferred ostension”, where we relallye a shift from the key to the car
as in the first example, or to so-called “predicatasfer”, where the subject keeps its
meaning and the context is adjusted.

All the tests have shown that the personal proriaarthe second example still refers to
the owner. If the pronoun does not adjust its nreato the requirements of the context,
then it has to be the predicate that does so. Whadhus need is a predicate that can be
applied to human beings (and not to cars). Thathg Nunberg enriches the predicate
parked out backo a property of humans, namely to “being the awefea car that is
parked out back”. This mechanism called “predidedesfer” will be the topic of this
section. It is informally described by Nunberg akofws:

“The principle here is that the name of a propénit applies to something
in one domain can sometimes be used as the nameroperty that applies
to things in another domain, provided the two proge correspond in a
certain way.”

Nunberg (1995: 111)

This is a very general mechanism, which also hfddshetaphors: In this case, we have
a “direct correspondence between properties” (Ncgnd®©95: 127), e.g. in form or
behaviour (cf.Birne ‘pear’ in German used for the head of a humandyemn Lowe
‘lion’ for a person acting like the animal in soway). The interesting thing about this
theory is the change of viewpoint on what is shifr adjusted when we have a
mismatch between the parts of a sentence: In &intoaother theories, Nunberg’s
predicate transfer permits parts other than thgestilor noun to change its meaning
because it focuses on properties, as we will sesoire detail in the next section.

However, predicate transfer is not limited to tHeamge of a specific part of the
sentence, but it can also affect properties exptebg common nouns in any position of
the sentence. This is shown in the well-known hamdg/ich examples in (146) also
used in Nunberg (1995, 2004).

(146) a. Who is the ham sandwich?
b. The ham sandwich is at table 7.

This is also a general phenomenon: we often usenmmmouns for a dish someone has
ordered, an illness someone suffers from or a pécdothing someone wearst{e red
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coat has asked for a different gize refer to the person related to it, particylavhen
this property might be more salient in certain aitons, for example, in order to
identify a customer, than other properties of tlesson. However, we still have a sortal
mismatch between this common noun and the indicgplying to it in these cases:
Hence, according to Nunberg, the property of baifgam sandwich is enriched to the
property of having ordered a ham sandwich, sineejtrestion pronouwho (in contrast
towhad and the verb phrase at table 7require a human being.

The peculiarity of predicate transfer is henceardy the position where it applies, but

also the way in which it applies: Nunberg assurhasit is really a transfer of meaning

since we create a new predicate meaning (inclutiegriginal one) and not a transfer

of reference (as in the deferred ostension cadedeitnonstratives above, where we just
refer to something else). Again, he uses numbegrcemce to test whether this holds
true (Nunberg 1995: 115), i.e. whether the numldea demonstrative depends on the
number of orderers and not on the number of atiam sandwiches in (147).

(147) That (*those) French fries is (*are) getting impat.

Another hint for Nunberg is the presupposition tiedhe determiner in this example:
Do we presuppose that there is only one ham sahdiatd no others in the kitchen or
elsewhere), or do we presuppose a unique orderaribedg opts for the latter to
vindicate his classification as meaning transfex:dthims that we do not really shift the
reference from one object to another, but enriéhrtteaning, for example, tking a
ham sandwiclio being a person who ordered one.

Since predicate transfer provides a new viewpoint tbe phenomena of sortal

mismatches of different kinds, | will illustrateiit more detail in the next sections. In
Chapter 7, | will then try to apply predicate triango deverbal nominals, especially in
copredication environments, since we also havekorismatches in these cases. As |
have mentioned, the event-result alternation dysualaby deverbal nominals differs

from simple nouns as well as from the situativeesadiscussed by Nunberg so far. |
thus may need to advance it to make it fruitful floese cases. Before | come to this
application, | will introduce and discuss the cdimtis and constraints on this very
general mechanism of meaning shift to avoid ovezgaion.

6.3 Conditions on predicate transfer

In the last section, | have described Nunberg’svp@nt on sortal mismatches and the
determination of a transfer position in such cadéswever, there are obviously
mismatches that cannot be solved, no matter whath @f the sentence we adjust.
Accordingly, 1 will show in this chapter, how Nurgetries to prevent predicate transfer
from overgeneration and from being too universalsbgting conditions on its use.
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Accordingly, he asks when we can “use an expregbiahdenotes one property as the
name of another property” (Nunberg 2004: 4).

As we have already seen with the copredication @kesngeneral mechanisms like this
cannot predict the right examples if we do not estatear conditions for their
application. Since we cannot simply use any exprasssay house for any other
expression, sagpple a first condition concerns the relation betwdantivo properties
or between their bearers, much like the case obmyaty. We know that, independent
of a special context, there is something that eslaars and human beings, namely that
the latter own and drive cars. The relation hake@ salient functional one, according
to Nunberg, and it can exist between the be#refshe properties, as in our parked out
back example: We can hence use the car properbeiofy parked somewhere for a
human being as well, because there is a saliestiaelbetween owners and their cars,
namely ownership. Nunberg formulates the conditfon metonymic transfers as
follows, in (148).

(148) Metonymic Transfers
Let h be a salient function from a set of thingsoAanother (disjoint) set
of things B. Then for any predicate F that denat@soperty P that applies
to something in A, we can represent the meanirgyadrived predicate F',
spelt like F, as in either a. or b.

a.}\P.)\y (DX[dom h}- h(X) =y- P(X))
b. )\P.)\y (D([dom h} h(X) = yD P(X))
Nunberg (2004: 8)

According to this condition, we can use predicdtest normally do not apply to a
certain domain, say drivers, if the domain theynmalty apply to (say cars) is saliently
related to this “new” domain. That means | can egprthat I, myself, am parked
somewhere, even though it is rather my car to whieh property of being parked
somewhere can apply, because | own the car andelaitson between me and my car is
salient. The difference in formulas a. and b. & $ometimes all (relevant) bearers of a
property are concerned and sometimes it is endugjHeast one is concerned (e.g. as in
Nunberg’'s examplebm in the Whitneywhere it would suffice to have only one work
of art in the museum, while inam published b¥Xnopfthe speaker might refer to all of
his books). The difference to metaphors is, acogiglj that the salient relation exists
between the bearers of certain properties and ewtden the properties itself. | will
specify the condition from (148) for Nunberd’am parked out baclkexample, so that it
looks like (149) and | will illustrate the transfbetween the two domains involved in
my Figure 10.

92 Sometimes, the salient relation exists betweermptbperties themselves, according to Nunberg: i th
case we are rather dealing with a metaphor tham avinetonymy, as for example when we use the word
mousefor a computer mouse, which resemble each othiarin.
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(149 Predicate transfer ofparked out back
Let car andowner of a cabesets of things that are related by a salient teansf
function g (being the owner of x¢ar — owner of a carlt follows, if parked
out backis a predicate that denotes the propertyo@hg parked out back
being a car,there is also a predicaparked out back spelt likeparked out
back that denotes the property lo¢ing the owner of a car that is parked out
back.

be [parked out backl> be {({the) owner of a car that ifparked out back]}

FigutO. Predicate transfer between cars and drivers

Hence, the predicat@drked out badk which normally applies to cars, can also apply
to their owners through the salient relation of evahip. To accomplish this, we enrich
this car predicate to a predicate that appliebe¢civners: it is adjusted to the contextual
requirements imposed on it by the personal prodott it shares the lexical form of
the original predicate. The salient relation betweeners and their cars thus indicates
that whatever happens to the car might affectwisey as well and it can be expressed
as if he was in the car's placéherefore, we cannot only say that cars are parked
somewhere, but we can also say that their ownpaiked somewhere since this can
mean that the owner has to walk there, cannot miozecar if he is blocked in or the
like. According to Nunberg, this is slightly diffamt for metaphors: An animal used as a
metaphor for a person is not affected by anythivag happens to the person, i.e. if Paul
as a person is described as a lion and an aatuailslifor example harmed, this does not
have anything to do with Paul.

Although this relation holds between the nouns hweedo not shift the reference from
one to the other to avoid a mismatch between nodrvarb phrase, instead we change
the context of the subject. What this means is Wetenrich the predicate’s meaning
while we stick to its lexical form instead of sifj the noun itself as in the other
theories presented up to now (cf. Chapter 5), winehe focussed on the flexibility of
the noun.

Let us look at another example, this time one of emn, to see which conditions
predicate transfer involves and how it is spelt &g | have claimed above, it is not
really the person that is online in (150), but estthe computer itself.



114 6. Nunberg’s predicate transfer

(150) a. Ich bin online.
‘I am online.’
b. Ich bin {der Nutzer eines Computers, der [or]lisg.
‘I am the user of a computer which is online.’

Since this person owns the computer or works otinére is a salient relation between
the domain of users and the domain of technicalicdsy namely “usership” or
ownership. Hence, certain properties normally asctito the computer can also be said
of the user, like, for example, the online statusamething likeMy firewall is downor

I have a viruswhich only indirectly apply to the user. This da@done without altering
the lexical form of the predicate on the surface] hence we can have two predicates
[online seih ‘be online” and {einen Computer nutzen, der [aBliist]} spelt in the same
way.

I will discuss another example by Nunberg (1998mely (151), to illustrate this
mechanism and his arguments for the transfer positi

(151) Billy’s shoes are tied.

This expression might not strike us as uncommoim @any way not matching in itself,
but Nunberg states that it is actually not the shegich are tied, but their shoe laces.
We often do not recognize these peculiarities,esiwe use them so often, but | found
many cases like this around, as e.g. in (152) a&d)(

(152) Ich habe mein Fahrrad aufgepumpt.
‘I have pumped up my bike.’

(153) Paul steht im Telefonbuch.
‘Paul is in the phone book.’

In (152), it is not the bike, but the tires | han#ated and in (153) it is Paul’s telephone
number and not himself that is in the phone boole &é not need to express this
explicitly in order to understand what is meant, &till there must be some underlying

principle with clear conditions which enables ustonbine these predicates with these
subjects under certain conditions. Otherwise waikhbe able to combine all kinds of

different expressions, e.g. (154).

(154) ?Ich habe meinen Urlaub aufgepumpt.
‘I have inflated my vacation.’

| should be able to utter this sentence in a liteease if | want to express that | have
inflated my inflatable mattress, because it mighsbmehow linked to vacations.
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To state clear conditions, we first have to deedain which part of the sentence should
be adjusted to make the two parts fit in compasitibo we e.g. shifshoesto their
laces in (151) or do the shoes get affected by #ungethat happens to their laces, i.e.
can we use a predicate, which normally only applekaces, to shoes as well because
of that correlation?

In both cases, we need a salient relation betwherssand their laces, according to
Nunberg, which should be given, because one is gfathe other. We can use the

coordination test again to find out which part d§uated to the rest: Nunberg assumes
that if it is really the predicatare tiedthat is affected, we should be able to continue
with another predicate applying to the shoes (aotdtime laces), because we do not
change the meaning of the NP, as shown below i8){(557).

(155) Billy’s shoes were neatly tied but dirly.
(156) ?7?Billy’s shoes were neatly tied but frayed.
(157) Billy tied his shoes, which where dirty (??frayed).

Assuming thatfrayed applies to shoelaces, but not to shoes themselvesgcan
conclude from Nunberg'’s test that the NP has nahghd its meaning. Another hint is
Nunberg’s observation that shoes do not necessgetyaffected by their shoelaces
being frayed, but they do when they are tied (#gy might be tighter, fit better etc.).
The transferred meaning of the predicate would &eapply to shoes and | will
paraphrase it as in (158.

(158) Billy’s shoes {are such, that their laces [are ligeks} sHoed
{have laces, which [are tigdEs} sHoes

The same procedure can be applied to my exaRgulé steht im TelefonbucRaul is in
the phone book’. First we have to check which pathe sentence is shifted. | will use
Nunberg’s coordination test and conjoin anotherdjoege applying to telephone
numbers in (159) and one applying to persons i®) 16 determine which part of the
sentence is shifted

(159) Paul steht im Telefonbuch und [ist meistens ert&cherson
‘Paul is in the phone book and is reachable mo#tetime.’

(160) ?Paul steht im Telefonbuch und [ist schwer zu Mgrigiser.
‘Paul is in the phone book and is hard to memdrize.

% Actually, | think the example might be clearer wihe adjectiveoversizedinstead ofdirty, since it
could also be the case that only the shoelacedirtye
% Nunberg does not specify the enriched predicatéhfe example here.
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Since only the first sentence is acceptable, weachon the assumption thaaul still
refers to the person Paul and that the predicaéhf im Telefonbughis in the phone
book’ is thus transferred to a new predicate tisatgms a property of persons, namely
something like (161).

(161) Paul {hat eine Telefonnummer, die [im Telefonbutgh8yumser} PErsON
‘Paul has a phone number that is in the phone book.

Predicate transfer hence shifts the predicate fsoenfor shoelaces or phone numbers to
an enriched one for the corresponding shoes oopearsthese examples. This shows
that shifts in general do not only operate on ehéchl structure of the noun, as it is the
case in terms of the generative lexicon and inrseselso in Bierwisch’'s two layer
semantics, but that they can also alter the comi@sed on world knowledge.

Nunberg also criticizes that theories like the gatiee lexicon cannot account for the
fact that shifts often apply to phrases, as e.gthin sentencélhe South side of
Cambridge voted Conservatiwvehere the whole phras@&le South side of Cambridge

is shifted to the people living there. We canndivsa phrasal process in cases like
these, if the conditions for a shift would only c®rfrom information in the lexicon
(Nunberg 1995: 120), say that we can use the prnogree of a town for its inhabitants.
Another argument against a purely lexical accouke lthe generative lexicon is
illustrated with (162) (ibid.: 120), which brings tback to more systematic cases, here
involving the general shifting mechanism often tedigrinding” (derivation of a mass
noun from a count noun).

(162) a. They served meat from corn-fed (Arkansas, halpglyeaded) chickens.
b. They served corn-fed (Arkansas, ??happy, ??tdetgahicken.

In general, we do not have to mention the meati@dg| we can simply use the
expression for the animal. In terms of Pustejovskgénerative lexicon, we would
assume thathickenhas information about the origin of the meat $nqtalia, so that the
adjectives retain their original meaning and e@n-fedcan exploit this aspect of the
noun’s lexical entry and refers to the meat. Howgefadlowing Nunberg, why can’'t we
use other adjectives applying to the animal thenf?atNis the difference between
beheadedand corn-fed here if they retain their literal meaning? Andwhcan we
account for this? Lexical accounts regarding th#ewa of readings have problems with
these exceptions.

However, Nunberg’s salient relation between meat ammal is given in any of the
cases in (162) and can hence also not accounthé&setexceptions on its owh.
Nunberg has stated a general condition for preglicednsfer, namely, the salient

% |t is important to note that this example is adskind of copredication, even though Nunberg dass n
mention this: You can only serve the meat, butatiectives function as an indicator for the aninhal.
will come back to these examples later on.
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relation between the bearers of the concerned pgiepewhich does not depend on a
special context and therefore should hold in ewstyation. However, if we look at
these examples, and also at the already menti@sési (e.g. conjunction with predicates
applying to one or the other bearer), we recogtie¢ predicate transfer does not
license every shift and can lead to unacceptabdenples as shown, for example, in
(156) above. Hence, this condition is not enougméke the right predictions and has
to be constrained somehow. In the next chapterilllexplain Nunberg’s notion of
noteworthiness, which represents an additional @rplementary condition that is
more context-dependent than the salient relatidvwden the bearers, and might also be
useful for other mismatches like the deverbal n@ntopredication cases.

6.4 Constraints on predicate transfer

To show that his condition on metonymic shift ((£48)) overgenerates if it stands

alone, Nunberg construes the following scenari@dime Ringo Starr has a car. He has
the same salient relation to his car as every gieeson owning a car. Now, if he drives

this car and gets into a car crash we can felislioutter (163).

(163) Ringo was hit in the fender by a truck when he masnentarily distracted
by a motorcycle.

What we want to express here is that Ringo owrar dhat was hit in the fender while
he was driving, and this utterance is possible autrexplicitly mentioning the car. In
this case, the relation leads to an acceptablesesat However, the salience condition
would also predict an example like (164) to be ptatgle, which is taken from Nunberg
(1995: 114).

(164) ??Ringo was hit in the fender by a truck two ddter &e died.

Let us assume that the car still belongs to Ringergsuch a short period after his
death. Then the salience condition is also giverthia example, but still predicate
transfer is not licensed since the example is w@eble. The difference between the
two scenarios is that in (163), the clause aboirigodistracted suggests that Ringo is
actually driving the car when the crash happens.ifftportant thing is that what affects
the car also affects him in this situation, sineenfight get hurt or annoyed. This is not
the case in (164).

To solve this problem, one might be tempted to §mspibstitute the salient relation
between the human being and the car stated by Ngirdyesaying that it is not only
ownership as assumed by Nunberg above, but sorgdiken“drivership”. This would
also explain the unacceptability of cases like J166nstrued by myself:
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(165) Ich bin zugeparkt. #Mein Bruder kommt spater.
‘I am blocked in. #My brother will be late.’

| can say that | am blocked in meaning that | owsaathat is blocked in, but if I lend
the car to my brother, | would not sayam blocked inif he is late because of this.
However, the situation does not necessarily haviewvolve the person who drives the
car to license predicate transfer here: Inlthen parked out backituation, the speaker
stands in front of the hearer, while the car ikpdrsomewhere. Hence, although he is
not in the car in this situation, predicate transggossible as we have seen.

The requirements for predicate transfer to be Bednseem to change from context to
context although the salient relation is stabl®ssicontexts. Hence, what we need is an
additional constraint that predicts the right exeapand is sensitive to the situation.
Take the following questions, for example: In (1LG#g point was that if Ringo is dead,
why should something that happens to his car bevitapt to him? And if we order
chicken (meat), does it “help” us to know that #memal it stems from was beheaded as
in (162)? On the other hand, if we know that it wasn-fed, the meat might get a new
specification that is interesting and noteworthyus.

In addition to the general salience condition, Nengbsuggests a pragmatic restriction
on the creation of new predicates by predicatestearthat requires the enriched version
to be noteworthy in the utterance situation. Heindsf noteworthiness as the new
predicate’s property of being “useful for the id&oation or classification of the
bearer” (Nunberg 2004: 9). Hence, if | create amcbed predicate for a bearer to which
it does not normally apply, the bearer has to aeqaiproperty through this predicate
that is noteworthy in this context and thus addsew classification to the bearer or
helps to identify it within a set.

Noteworthiness can relate to a special situationgekample, if we use the name of a
dish for a customer in a restaurant or a persomifrcar in a parking lot situation. In
such instances, the predicate helps the waitedeatify a customer or the parking
assistant to identify a car, and is thus notewoitly the same predicate may no longer
be useful for that purpose in another situation conversation. This kind of
noteworthiness is thus very specific to its contetterance.

However, there are other cases of noteworthinessdith not depend on such a special
situation to utter them, which Nunberg illustratgth examples likd’m in the Whitney
(meaning one of my paintings or the like is exl@bithere, cf. Nunberg 1995: 114).
According to Nunberg, the enriched predicate ompeprty in this example is not only
important for the bearer in the situation whergsiuttered, but also beyond: | would
acquire a general noteworthy property from the that one of my works is there. So,
noteworthiness is still involved in such instanceisice the salient relation between
painters and their works would not suffice to edelwexamples like (166) and (167) (the
latter stems from Nunberg 1995: 114).
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(166) <?Ich bin auf dem Transport beschadigt worden.
‘I was damaged during transportation.’

(167) ?1am in the second crate on the right.

Nunberg introduced the noteworthiness constraintretstrict the creation of new
enriched predicates, but also as a diagnosticHerttansfer position as such: If the
predicates are sensitive to noteworthiness, thistrbha because they have transferred
senses, although the noun keeps its meaning (Ngnd&95: 120). Hence,
noteworthiness also plays a role in transfer pmsitests, i.e. if we try to find out which
part of a per se mismatching expression is accotaddas in (156) and (162) repeated
here.

(156) Billy’'s shoes were tied/ ?frayed.
(162) They served corn-fed (Arkansas, ??happy,H&ziaked) chicken.

It is not noteworthy for shoes, whether their laaesfrayed and also not noteworthy for
chicken meat, whether the animal it stems from Wwakeaded. Nunberg is of the
opinion that an account where these adjectives Kesporiginal meaning, as assumed
in the generative lexicon for example, cannot explaese constraints, because all these
adjectives should be able to “look into” the nouméh structure to coerce, for example,
the meat reading in the example above.

| found another situation in the same style, whialme up a lot in the media lately
concerning the Wagyu cow. This cow is at least saide hand-massaged and beer- or
sake-fed while listening to Mozart, which is bekeivto make the beef very tender (and
is presumably intended to justify its price). Henoe the web we find many examples
like (168).

(168) Why not try some beer fed, hand massaged wagyuimstefd?

It is not actually the beef that is massaged, bet dnimal before it is slaughtered.
However, since the breeders expect its beef togghanquality through this procedure,
it acquires a noteworthy property through the atisn@massage. To demonstrate this,
see the following example using the predi¢htee-leggedn (169).

(169) ?Why not try some three-legged wagyu beef instead?
The meat is not influenced by the cow having ohhgé legs. Hence we can modify the

meat with a predicate normally applying to the adionly if it is noteworthy for the
meat (even if it modifies the explicit mass tdveefheré”).

% www.flyertalk.com/forum/diningbuzz/717174-whale-atéitm| December 2, 2009 (2 p.m.)
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In line with Nunberg, the adjectivdseer fedand hand massagetiave a transferred

sense here, which enables them to apply to beekHlsThis is because the bearers of
the properties (the animal and the meat) stand saliant relation (one is part of the
other) and the new predicate assigns a notewontbgepty to the latter, that is, the
meat.

I will give one last example from Nunberg to illcese predicate transfer and
noteworthiness. In (170)b., we find the containesrdvstadium used to express
something about the people therein, in accordanitethe a. example.

(170) a. The people in the huge (overflowing, domed, stdgdium rose to give
the team a standing ovation.

b. The huge (overflowing, ??domed, ??0ld) stadiose to give the team a
standing ovation.

We can create new enriched predicates applyingécodthe domains while sharing the
lexical form of a predicate applying to the othentin, because the salient relation of
“containership” exists between the bearers, i.e.stadium and the people. Further, the
adjectiveshugeandoverflowing normally applying to the stadium, are noteworibry

the people here as well: they tell us that theynamay, because there is much space. We
could even claim that they tell us something allbetnoise of the standing ovation etc.
On the other hand, the architecture of the staddomes not provide a noteworthy
property for the crowd, and neither does the fiaat it is old.

In addition to the theories by Bierwisch and Pustsky, which have dealt with more
systematic shifts, | have chosen to introduce Ntgibetheory, since he provides a
totally different perspective on mismatches in cosifion. He shows that their
resolution does not only apply to the noun’s lekisaucture and depends on its
flexibility, but also on contextual pragmatic factpwhich seem to be general enough to
be transferable to other phenomena (I will tess tim Chapter 7). However, the
generality of such a principle does not only hadeaatages, particularly because the
notion of noteworthiness is not at all a clear-cohcept, as intuitive as the examples
discussed here might be. Noteworthiness is a dondior the licensing of predicate
transfer, but it also needs its own conditionsextplain what relations qualify as being
noteworthy and which do not. Nunberg provides exXasmpwith and without
noteworthiness, which differ in acceptability, du¢ does not state clear conditions,
apart from saying that an enriched predicate mestudeful for the identification or
classification of the bearer. More questions, whishould be addressed when
attempting to transfer this principle to other areme:

°"However, we could think of hand massaged chiclewell, where we do not have a special expression
for its meat. In German, we would simply ss#yarum nicht stattdessen biergefiuttertes, von Hand
massiertes Rind probieren8ince there is also no special word referrintheomeat of a cow .
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« What is the status of noteworthiness as a relati®nt a causal relation, a
presupposition etc.?

* Does it always depend on a specific situation tdrahce?
* Does it always exist between a noun and its présffca

« If it does not exist between noun and predicate, itde substituted by other
means?

| have considered different kinds of mismatches simtts so far. Copredication is also
a case of sortal mismatch, but not between a noymomoun and a predicate as in the
main examples by Nunberg, but between two preddatiicating different readings for
a single noun. In the next section, | will give @rerview of Nunberg’s considerations
concerning this kind of structure with simple noamsl the resolution of this mismatch
in terms of predicate transfer, before | checkapplicability of Nunberg’s theory for
deverbal nominals in Chapter 7.

6.5 Copredication with simple nouns

Nunberg’'s mechanism of predicate transfer is gdliyedlasigned for different kinds of
mismatches with simple nouns, regardless of whethey are systematic or context-
dependent ones. Moreover, he applies it to whatle “sortal crossings” in the syntax,
that is, to all kinds of constructions, which “amdrily impose conditions of identity”
(Nunberg 1995: 122). These examples are analogoukadt | have called copredication
and can involve anaphora and coordination strusfumongst others, as in Nunberg’s
examples (171) and (172) (indicator marking by rtfyse

(171) Yeats is [still widely readjorksthough [he has been dead for more than
50 years,lUTHOR.

(172) Roth is [Jewishjuthor and [widely readjorx.

Here, the identity condition between an antecederd its anaphor, or within the
coordination structure with two verbal phrases gipgl to the proper name, is violated,
but still does not lead to unacceptable examplasabirg does not use the term
copredication in relation to these examples, big @bvious that he appeals to the same
phenomena | illustrated above: In (171) the andph@ronoun he should be
coreferential with its antecede¥ieats but the predicatevidely readrequires Yeats to
have a reading which refers to his works, becayserson cannot be read. However, in
the second part of the sentence, the prormwbviously refers to a person, otherwise
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we would have useid instead, and moreover only something animatecdoeatead for
more than 50 years

Instead of shifting the proper name to a collegtivamely his worl, after the first
indication, or leaving the noun’s interpretatioreapa predicate transfer solution would
suggest a transferred reading for the predigdtiely read so that it also refers to
people (as the first indicator). Hend&atsstill refers to the person, whilgidely read

Is enriched to the predicate to be {a person whaoseks are Widely read}, which
enables us to use the pronoha. This is possible because of the salient relation
between authors and their work (we all know thatkschave authors, who created
them) and because of the fact that authors acquireteworthy property through their
works being widely read (e.g. that they become etlwn, rich etc.). Hence, in
contrast to the other theories, Nunberg fixes #eading of the noun (here a proper
name) for the whole sentence and thereby eliminatiesr readings through the first
indication. To avoid a mismatch with the seconddatbr he does not shift the noun,
but he enriches the context.

I have included (171) here in the copredicationtisaceven though it involves an
additional pronoun because Nunberg uses predicatsfer both for these and other
copredication examples not involving a pronoun. &bwer, | think that both

phenomena share the same issue, namely having timaneone indicator for one
nominal form (cf. also Chapter 4).

(172) is such a copredication without a pronourreHbe proper namieothis assigned
the property of being Jewish, which can apply tonho being¥, while widely read
would normally modify his works as in the first emple. Again, Nunberg uses
predicate transfer to create the new property tgabgerson whose books areiflely
read}, because it is noteworthy for the author. Consagly, we have two properties
modifying a person and do not need to shift thg@eramame’s denotation when we add
the second predicatedely read

Hence, according to this view, copredication exasplould not involve any shift of
the noun during the composition of the sentencé,\aas the case with Bierwisch’s and
Pustejovsky’s theory, but rather changes in theintexts. | will illustrate this by
another example by Nunberg repeated here, whichastaslly used as a diagnostic for
the transfer position, to show that noteworthingtsys a role. It also involves a
copredication, although with a DP VP structureeastof coordination.

(162) They [serve@far [corn-fedhnmaL chicken.

% However, this is only the case if the second aafjinvolves the pronouhe instead oft as in:Yeats

is still widely read even though most of it is ofiprint. In the latter case, Nunberg would in fact assume
that Yeatsis shifted to the collective of his works whileiflely read maintains its literal meaning and
refers to his works.

% It can in principle also apply to objects likewish foocbr aJewish bookbut the latter would always
be understood in the way that it is a book by aistewauthor.
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The verbto servewould require its theme argument to be somethihgchvyou can
serve, in this case the meat of an animal andh@ahimal itself. However, since the
meat itself cannot be corn-fed, only the animal, Wae a conflict here as well.
Nunberg would assign the mass noun readirgdntckenthereby referring to its meat for
the whole sentence, since he assumes that we ehegiropertycorn-fedhere, so that
it provides a property of meat, too as we will betbow. Consequently, we do not have
to change the noun’s reading.

In examples (173)—(175), | illustrate analyses opredication in terms of predicate
transfer by stating the enriched predicates. Tleesehments are spelled out by myself
based on Nunberg’s remarks, since his paper orglams the general strategy in short,
i.e. that the second predicate is enriched to pgstp matching the first one.

(173) Yeats is {a person whose books are [still wideladigorks} autHoR
though [he has been dead for more than 50 ygarg}k.

(174) Roth is [Jewishjuthor and {a person whose books are [still widely
read]vorks} AUTHOR.

(175) They [served]ear {meat from [corn-fedinmaL } meaT Chicken.

As | already mentioned, this procedure representgadly different approach not only

to composition and transfers in general but alsthéocentral phenomenon of this work,
namely copredication structures (here with simpdens). Nunberg introduces shifts
that do not necessarily change the reference oNther subject. He shows that they
can also be applied to copredication, so that tiseoaly one reading determined for the
noun in copredication examples in the whole semtenc

In Chapter 7, | will try to apply this strategy ¢ases with deverbal nominals. However,
this new analysis alone still does not accounttlier unacceptable examples given in
Chapter 4: we could also assume that we can adnestof the indicators there, since
there is e.g. a salient relation between eventstlagid results, but in these examples,
this transfer is not licensed for some reason. dctisn 6.4, | have shown that the
application of predicate transfer is constrainednioyeworthiness, but this was only
shown for examples with one indicator by Nunbergl, Svith some modifications for
copredication, it might give new insights into soafeéhe unacceptable cases which we
were not able to predict while focussing on themslexical structure.

Therefore, my aim for Chapter 7 is to find out whiof the cases from Chapter 4
predicate transfer could be useful for and/or wketiterations are necessary in order
to make it fruitful for the special case of derivedminals and their readings. | will

hence try to apply predicate transfer to threeedgiit cases: (i.) examples with one
noun and one indicator, (ii.) examples involvingagimoric pronouns accompanied by
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indicators selecting a reading different from thantecedent, and (iii.) copredication
examples with deverbal nominalizations with spe@igus on their constraints, since
stating the constraints is an issue that we weralple to solve up to now.



7. Predicate transfer and deverbal nominals

Nunberg (1995) brought up the consideration thataisentence involving a sortal
mismatch, we first have to decide which part of semtence we have to transfer or
adjust to the other, whereas, in cases like thisstnother theories base their
assumptions on the flexibility of the noun as | éahown. A mismatch can exist, for
example, between an argument and a predicate,the Bxamplé am parked out back
but also between different predicates applyindieodame argument as in copredication.
Nunberg developed tests for the transfer posit®mvall as conditions and constraints
for applying predicate transfer. In the followirigyill examine the applicability of this
mechanism to derived nominals and their event-redt@rnation.

7.1 Applying predicate transfer to nominalizations

Nominalizations display a variety of readings ashage seen and there are many ways
to disambiguate them in context. When a deverbatinal is composed with one of
these contextual clues it can lead to mismatche$h wespect to some of the
nominalization’s readings based on selectionatiotisins. The question is: Do deverbal
nominals resemble analogous cases with systematatleer those with situative shifts
on simple nouns? | have already observed that theaning variation is systematic but
asymmetric, since the results depend on the evewever, depending on the base
verb, not every event has a result), and that tagyeither refer to participants in the
event expressed by the base verb or to differemdskof results. The main concern of
this section will be whether predicate transfesugable for cases where we only have
one modifier or one predicate functioning as thebaator of the nominalization.

Nunberg uses predicate transfer for situative ciked am parked out backwhere
there is a mismatch between the predigaeked out backeferring to cars and the
pronoun| referring to the speaker, i.e. a human being.dditeon, Nunberg defines
meaning transfer (or “deferred interpretation”) dke phenomenon whereby
“expressions can be used to refer to something ifmét explicitly included in the
conventional denotation of that expression” (Nugb@004: 1). If we look at an
example like (176), the question arises whethes #tso holds for the non-eventive
readings of nominalizations, i.e. whether theséirggs are not part of the conventional
denotation and come about by meaning transfer.

(176) Die Messung ist [auf zwei Stellen genguy]
‘The measurement is accurate to two decimal places.

Do we have the same kind of mismatch here as ipdhieed out baclexample? If this
was the case, we would have to assume that theldvang nominal only has the
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event as its conventional denotation and that tiseaemismatch between this event and
the abstract result indicatauf zwei Stellen gendaccurate to two decimal places’. We
would then have to decide whether to shift the maization’s reading or to enrich the
predicate to an event indicator.

To test this, Nunberg appealed to grammatical ammge (cf. 6.2), that is, he checked
whether the number of the noun agreed with the murobthe actual intended referent
(in this case, this would be the abstract resudabse of the corresponding indicator) or
with the demonstrated thing (this could here be gkient as the literal reading of
nominalized verbs withung. However, at first sight it seems to be odd teuase that
there was one unique event, e.g. of measuring hiatesulted in several results: since
events and their results are dependent, thereraseimpably always different subevents
of measuring if we get several different resultueal and not only one event. Let us
check another example to see whether this observédiolds across nominalization
forms, as in (177) below.

(177) Die Absperrungen [sind beschadigi]
‘The obstructions of the street are damaged.’

Assuming that we have more than one resultativewtison object, as in this sentence,
the nominalization is congruent with these objenteiumber. However, there should
have been several events that brought them abauelad do not think that we can get
several obstructions out of one obstruction evanieast not without having several
subevents, each corresponding to one obstructiencé] we cannot decide whether the
nominalization’s number depends on the demonstraftive event) or on the
demonstrandum (the result), since there seems todmgrelation between the number
of events and their results in the readings of dmlenominals. In other words, we
cannot have a different number for the demonstrainchthe demonstrandum as in the
parked out baclkexample by Nunberg. This test seems only to bécaype to the more
context-dependent readings of deverbal nominals¢chwhre analogous to Nunberg’'s
cases and do e.g. refer to persons: (178) is setlibrary context, where the librarian
could complain about a customer who has orderambk by stating this sentent¥.

(178) Die Bestellung hat schon wieder [ihren Ausweis essgncenr-
‘The order/reservation has forgotten his/her lipraard again.’

The nominalization can only be set in the plurairagl79) if there is more than one
person referred to withBestellung ‘reservation’ (since he or she has reserved
something), who has forgotten his/her card, butina situation where there is one
person that has made more than one reservation.

199 have not used the above example withLthegenentziindunigneumonia’ used for a patient, since it
is unlikely that one person has more than lomegenentziindung
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(179) Die Bestellungen haben schon wieder [ihren Ausweigessenkenr.
‘The orders/reservations have forgotten their ifpiard again.’

This would imply that Bestellungenis really shifted to the person, since the
nominalization is congruent with the number of pessand not with the number of
reservations.

Another test by Nunberg | have already discussegifople nouns concerns additional
predicates that can be conjoined with the senteRoe.deverbal nominals, | add a
conjunct that applies to events and a conjunct #pgties to abstract results to see
which of the two leads to an acceptable examplshawn in (180) and (181).

(180) Die Messung ist [auf zwei Stellen gengulind war [langwierigdy.
‘The measurement is accurate to two decimal plandswvas tedious.’

(181) Die Messung ist [auf zwei Stellen gengu]und (deshalb) nicht
[aussagekraftigk.
‘The measurement is accurate to two decimal places (therefore) not
significant.’

In (180), | added an event modifying predicate Whytelded an acceptable example
and this would mean that we have to enrich the ipagelauf zwei Stellen genau
‘accurate to two decimal places’ to a predicate ifyody events as well whereas the
deverbal nominal preserves its conventional meanldgwever, we also get an
acceptable example when we add a conjunct refetoiragn abstract result, as in (181).
This would mean, in turn, that the transfer posittoncerns the NP and that we have to
transfer the nominalization from its primary evet@notation to an abstract result.
Hence, here we can also not judge which one afitbeanalyses is the right one, except
if we test a sentence with context-dependent usesaalings. This is shown in (182)
and (183).

(182) Die Bestellung [hat schon wieder ihren Ausweis essgnicent und ist
wie immer [unfreundlichdcent.
‘The reservation has again forgotten his librargdcand is unfriendly as
ever.’

(183) 7?Die Bestellung [hat schon wieder ihren AusweiggessencenT, [liegt
aber bereifjo.
‘The reservation has again forgotten his libramdcaut is ready/on hand.’

Here, we can only add a predicate applying to #regn, and hence the nominalization
must be shifted to this reading, while the predicagtains its standard meaning.
Consequently, as far as indicator nominalizatiomlzmations are concerned, predicate
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transfer is useful to determine a shifting positionsituative examples, but not for the
more systematic event-result readings, which aredsed in this thesis.

This is also emphasized by the fact that notewoe$s is not significant in cases with
only one indicator for a deverbal nominal, presulpalecause although the event might
be the point of origin for shifts to the other reys, it cannot be seen as the only
conventional reading for the nominalization (in tast to a disease used for the patient
etc.): If there was the same kind of mismatch betwendparked out baclas between
the primary event reading of the nominalization an@sult object indicator, we would
only be able to create the enriched predicate fasslts thaflie on the tabl§ in (184)

if the translation acquires a noteworthy propentptigh this.

(184) Die Ubersetzung [liegt auf dem Tisgh]
‘The translation is on the table.’

It seems to be implausible that this shift is I®eah just because it is noteworthy for the
translation to lie on the table, since we can donjine nominalization with any
predicate referring to the result object reading @sis red, heavyetc., without paying
special attention to its content. Again, this iesbnly useful for special situation uses:
We can only us®estellungreservation’ for a person if this descriptionngteworthy
and useful for the identification or classification the person, i.e. if it holds in this
conversation at the library, but not everywhere els

Hence, these diagnostics lead to controversiallasions in the case of non-situative
readings of deverbal nominals modified by only andicator. The reason for this
seems to be that the resultative readings avaifabldeverbal nominals do not diverge
as much from the conventional event reading asisieeof the predicaigarked out back
for a person doe®! These eventive and resultative readings do nah seee distinct
or independent enough to apply Nunberg’s testaveloften hinted at the close relation
between the event and result readings: Their irg&&pon in context rather seems to be
a case of disambiguation or selection out of ao$eeadings principally available for
the noun, than a use that is not consistent wighcanventional denotation of it as e.g.
in the case of using the name of a disease to tetbe patient.

In fact, we also find a case in Nunberg’s work whaddresses more systematic shifts
and which he uses to explain that there are agteadmples in which we cannot decide
which position is transferred. He introduces anngpl@ with a proper name which can
be used for a human being, but, in the case ofuéimr or the like, also for his/her
works, as in (185) (cf. Nunberg 2004: 358).

191 However, we can also use nominalizations in “slesituation uses” as we have seen, e.g. if we use
Vorbestellungpre-order’ for the person who pre-ordered somethand for these examples, Nunberg'’s
tests can be used. However, these readings andarse®t the central phenomenon of this study,esinc
they do not differ considerably from similar simpleun uses.



7.2 Applying predicate transfer to copredication 129

(185) Stevens is challenging.

Nunberg assumes that we can either trarisfehallengingto a predicate applying to
authors, since they acquire a noteworthy propefisough their works being
challenging. Or one could transfer the proper nam@ mass noun referring to his
works so that the sentence would rather expressetbamg about these works
themselves. This shows, that Nunberg’s predicatester tests might not be designed
for systematic cases, at least not if they onlpine one indicator.

Examples like (185) are even more systematic thgntlee event-result alternation of
nominalizations, since this alternation does ndd or all -ung nominalizations: we do
not find a result for every event (eBeschleunigundacceleration’), but we can do the
shift in (185) with every proper name of an autboartist of any kind without a special
context and do not recognize this use as extraarglimhe same holds for the general
principle of grinding, i.e. when we derive a masaim out of a count noun, as in the
chicken example above, wheekickencan refer to the animal or the mass noun meat.
Nunberg’'s diagnostics for the transfer position ao¢ siginificant here, since | can
conjoin predicates that refer to the writer andh® works equally well in this case, as |
will show in my own examples (186) and (187).

(186) Stevens is [challengingbrks and [written in an old-fashioned
stylejworks.

(187) Stevens is [challengingbrks, but still very [down-to-eartrHor.

Hence, in cases which are more systematic andxtenttependent like, for example,
nominalization readings or so-called systematicygmhy (i.e. metonymic shifts like
grinding, author for works etc.), Nunberg’'s cooation test does not sort out one of the
possible transfer positions. However, he uses fardift kind of diagnostics involving
pronouns for examples like these, as we will sesegtion 7.2.

We can draw the conclusion that Nunberg’s preditratesfer does not provide clear-cut
conditions for the general procedure of fixing adieg for a deverbal nominal (or for
some other systematic cases) in context. Howeeetdehls not only with noun indicator
combinations, but also with copredication examgled the mismatch between the two
indicators there as we will see in the next section

7.2 Applying predicate transfer to copredication

In this section, | will analyse copredication exaespwith deverbal nominals by using
Nunberg's predicate transfer strategy, as illusttahbove in 6.5. | will start with
examples involving anaphora and summarize Nunbstgggegy for them again in more
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detail in order to show which problems this vievsg® for deverbal cases, before | turn
to other copredication cases.

In Chapter 4, | introduced examples where we hawerainal form accompanied by an
event indicator, and an anaphoric pronoun thatthiagsnominal form as its antecedent
but does not share its reading as in (188) and)(189

(188) Die Sperrung der Schlossallee [wurde am Montag hdyefiihrtl,. Sie
musste die ganze Woche lang [aufrechterhalten wgigle
‘The blocking of the Schlossallee was conductedamday. It had to be
maintained all week.’

(189) Die Ubersetzung [hat ein Jahr gedaugrtie [steht nun endlich in den
Regalen der Buchladeg}
‘The translation has taken one year. It is nowlfjnan the shelves of the
bookshops.’

Although the second indicator has its own languagéerial, so to speak, and does not
appear within the same sentence and although wetmagd a specific treatment for
anaphora, | claim that we have almost the samdemohere as with the copredication
examples without anaphora: We have two competidgc@tors for only one nominal
form. Nunberg deals with the same phenomenon imwghnon-derived nouns by
making use of predicate transfer. Sortal crossbejgveen antecedent and anaphor are
in this case resolved by adjusting one indicatorthe requirements of the other
(Nunberg 1995: 124) as shown in his example bel30)

(190) Yeats is still widely read though he has been deathore than 50 years.

| have already discussed the analysis of this el@mpsection 6.5, according to which
the proper name retained its meaning as referarggituman being, while the predicate
widely readwas transferred to a predicate referring to pexsen that it matches the
second indicatohas been deafl..), which applies to the anaphoric pronoun. Nugber
assumes that the first indicator has to be adjusteldnot the second, since we can use
the anaphoric pronouhe He suggests an alternative analysis if we sultstithe
anaphohebyit as in (191).

(191) Yeats is still widely read even though most o§ibut of print.

Nunberg claims that eatsis transferred to a mass term referring to hiskadrere while
the predicatevidely readremains an indicator for these works, because seethe
pronounit to refer back to it and the indicatisrout of print which refers to the works
as well. Although we do not have a copredication(i81), since both predicates
indicate a works reading, this example is neededinderstand Nunberg’'s general
strategy.
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In both cases, predicate transfer is used, thongtifierent positions, and one of the
positions is enriched to avoid sortal mismatch¥gafs or widely read. Hence,
according to Nunberg, the possibility of using agrtanaphoric pronouns tells us which
position is concerned in these cases. However dihgnostic method does not help us
to decide which part has to be adjusted in exampids nominalizations, since we
would use the same pronoun for an event and atresuling, as shown here in (192).

(192) Die Ubersetzung [hat ein Jahr gedaustt]..
a.abersie[steht nun endlich in den Regalen der Buchlagien]
b. also warsie[langwierigley.
‘The translation has taken one year...
a. butit is finally on the shelves of the bookshops now.
b. henceat was tedious.’

Furthermore, the dependence on the pronoun geeeéenssto violate the incremental
and linear view on specification and compositiohaive assumed in this thesis: This
would mean that the first indicator does not nemdlysdetermine the reading of the
noun in Nunberg’s cases, but that the interpretatibthe noun is postponed to the
second part of the sentence where the type of an@gtronoun determines the reading.
Since this view is not compatible with an increnag@ind linear model of specification
and does not work for deverbal nominal readingsjlll modify it to account for the
cases discussed here. | will then show that Nunlsicks to incrementality in
copredication examples without anaphors as well.

For copredication with a deverbal nominal and aapaoric pronoun, | claim that the
first indicator determines the noun’s reading foe tvhole sentence, while the second
indicator accompanying the anaphoric pronoun h&®tadjusted to the requirements of
the first one. For (189) that means that the irtdichat ein Jahr gedauerhas taken
one year’ fixes the event reading for the nomiraian and the result indicatsteht in
den Regalen der Buchladés on the shelves of the bookshops now’ will Ineiehed to
an indicator that applies to events as well, astithted in (193).

(193) Die Ubersetzung [hat ein Jahr gedaugripie {hat ein Resultat, das [nun
endlich in den Regalen der Buchladen stefty.
‘The translation has taken one year. It has a trebat is finally on the
shelves of the bookshops now.’

The result object indicator would hence be enricioed predicate following the pattern
[to have a result that...] which can be said of evesh that we actually have two event
indicators and the same reading for the nominatimadnd the anaphor. As we will see
in a minute, a similar account is proposed for edpration examples without anaphora.
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As | have shown in 6.5, Nunberg uses predicatestearfor copredication examples
with simple nouns: He analysed the exanipbth is Jewish and widely reaavolving a
proper name as referring to a person or to his $sotceRothis an author and there is
a salient relation between authors and their wdtksvever, according to Nunberg, in
this example we have to decide which reading welldetermined for the nominal for
the whole sentence. His strategy is identical t® iticremental one | proposed for
anaphora cases: the second indicator is adjusteehiiched so that we have two
indicators for the same reading. | have shown ihi$.5 with his exampldRoth is
Jewish and widely readAccording to this view, the sentence is composed
incrementally, since the first indicator decideschireading the noun will get and fixes
this reading for the whole sentence. These examgtesactually quite similar to
copredication examples with deverbal nominals|lastrated in (194).

(194) Die Absperrung [erwies sich als kompliziegtund [war instabile.
‘The obstruction turned out to be complicated ard wnstable.’

Before | turn to the analysis of such copredicatjohwill show that the predicate
transfer analysis can account for different copratilbn structures, i.e. not only for
coordination® Nunberg also gives copredication examples witiPaMP structure, as
in (162) repeated here (indication marked by myself

(162) They [servedfeat [corn-fedlanmar chicken.

We also find this structure with deverbal nomingpi@dications, where we have one of
the indicators as a DP modifier and one in the ¥ihg195).

(195) a. Die [langwierigely Ubersetzung [verkaufte sich millionenfagh]
‘The tedious translation sold million-fold.’

b. Sie [verkauftern]o die [langwierige}y Ubersetzung millionenfach.
‘They sold the tedious translation million-fold.’

I will now apply predicate transfer to copredicasowith a deverbal nominal and two
competing indicators. The first indicator will tals whether the nominalization is an
event or a result in this sentence, while the sg¢odicator is adjusted to this reading,
as shown in (196) and (197).

(196) Die Absperrung [erwies sich als kompliziettjund {ihr Resultat [war
instabilho} EV-.
‘The obstruction turned out to be complicated dadeasult was unstable.’

1921 will give more possible structures for copredioa in 8.2. Predicate transfer is applicable tooél
them.
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(197) Die [langwierigefy Ubersetzung HKat ein Resultat das sich
[millionenfach verkauftejo} ev.
‘The tedious translation has a result that soldiondfold.’

I will henceforth treat examples with anaphoricrpons and the “pure” copredication
examples in an analogous way; that means | asduah&ée can use predicates applying
to events as well for their results, since reswitst provides the salient relation
between the two readings here. To be able to donhicreate new predicates applying
to the other indicated domain (events or resuttspending on which reading appears
first in the sentence, here within the DP. Sinteaaslation is an object resulting from a
translation event, we can create enriched predidite {has a result thafsold million-
fold]}, which can be said of events and embeds a redydict indicator. Hence, | claim
that we do not shift the noun’s reading here ovdeid unspecified, but that we instead
adjust the context to the requirements posed byitsteindicator. | will illustrate this
analysis with some more examples with different matizations in coordinated and
DP VP structures and with different combinationseading indicators, as shown below
in (198) and (199).

(198) a. Die [wiederholten), Messungen [belegeg], dass der Grenzwert nicht
uberschritten wurde.
‘The repeated measurements show that the criticdliev was not
exceeded.’

b. Die [wiederholterdy Messungen {haben Resultate, die [belegey,
dass der Grenzwert nicht tGberschritten wurde.

‘The repeated measurements have results that dhaivine critical value
has not been exceeded.’

(199) a. Die Beschriftung des Produkts [wurde in letit@amute handschriftlich
durchgefuhrt}y, und [ist schwer lesbag.
‘The labelling of the product was conducted hanttemi at the last
moment and is hard to read.’

b. Die Beschriftung des Produkts [wurde in letMenute handschriftlich
durchgefuhrt}y und {hat ein Resultat, das [schwer lesbakrigy.

‘The labelling of the product was done by handhatlast moment and has
a result that is hard to read.’

The same procedure that | applied to events andt r@sject readings in copredication
here can be assumed for examples involving retatk ®r abstract result indicators, as
in (200) and (201).
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(200)

(201)
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a. Die [sofortige}y Sperrung der A8 wurde heute morgen wieder
[aufgehoben]s.
‘The immediate blocking of the A8 was lifted agé#is morning.’

b. Die [sofortige}y Sperrung der A8 Hatte einen Zustand zur
Folge der heute Morgen wieder [aufgehohgnurdeley.

‘The immediate blocking of the A8 led to a statatttvas lifted this
morning.’

a. Die [hastigejy Auflistung [weist einige Fehler auf.
‘The hasty listing shows some faults.’

b. Die [hastigaely Auflistung {hat ein Ergebnis das [einige Fehler
anWGiSt};R} EV-
‘The hasty listing has a result that shows somédau

Considering this collection of examples, it migbem as if | always assume an event
reading as the only available reading for the natiEation in copredication examples.
However, since for me the incremental process etifipation is crucial, | should
emphasize that the first indicator determines tbminalization’s reading no matter
what reading that is: We can also have examplesevhve first express something
about a result object and then about its e¥®nn these cases, the event indicator is
adjusted to apply to results as well. This is exdmagd in an example from section 4.2,
repeated here as (202), where we have three inds¢cand in (203) and (204). The b.
examples represent the enriched predicate versions.

(202)

Nur wenn man die genaue Bezeichnung des Videasgskennt, kann
man abschlie3end sagen,

a. ob die [vorliegendgd Messung [regelgerecht durchgefuhrt wugge]
und somit [verwertbagp wéare.

‘You can only tell whether the measurement at hesad conducted
regularly and is hence viable if you know the pseaname of the video
system.’

b. ob die [vorliegendeh Messung flas Ergebnis einer Handlung ist
die [regelgerecht durchgefiihrt wurgg]ro und somit [verwertbagh
ware.

‘...whether the measurement at handhis result of an event thatas
conducted regularly and is hence viable.

193 This would be excluded from Hamm & Solstad (20@9),section 5.3, since the result object would
not have an event included in its representatidrichivwe could then “reambiguate”.



7.2 Applying predicate transfer to copredication 135

(203) a. Die [verriickte]o Verpackung [hatte ein Kind (ibernommgn}®*
‘The crazy packaging was undertaken by a child.’

b. Die [verriickte}o Verpackung kam durch ein Ereignis zustande
[das ein Kind Gbernommen hattg] ro.
‘The crazy packaging came about by an event a tlaittdundertaken.’

(204) a. Die [elegantgk Ubersetzung [kostete ihn Nerven]
‘The elegant translation cost him a lot of nerve.’

b. Die [elegantek Ubersetzung Kam durch ein Ereignis zustande
das ihn [Nerven kostetg]} ar.

‘The elegant translation came about by an everntdbst him a lot of
nerve.’

This means that the salient relation, which enab&et apply a result predicate for an
event, is bidirectional for deverbal nominals, that we can also use predicates
normally applying to events for the results of thewents. This is not the case for
Nunberg’s situative predicate transfer examplededéu, we can e.g. ascribe a property
normally applying to a car dw parked out baclor have a flat tireto its driver, but we
cannot reverse this and apply a driver properthéccar as in (205).

(205) ??Er/Es hat heute schlechte Laune/hat es eiligAfahsichtig.
‘He/lt is in a bad mood todayl/is in a hurry/driveggefully.’

One reason could be that the car does not acquyra@eworthy properties here: What
goes on with the driver normally has no direct iotgan his car. In contrast, events and
their results are mutually interrelated and carrftn” their predicates to the respective
other domains by enriching them with well definedeasions, such asds a resultor
[came about by an evént

To assume predicate transfer for copredication @kesnmplies that we only have one
reading for the nominalization per sentence. MoeeoV suppose that if we use an
anaphoric pronoun in the next sentence, which isorapanied by a conflicting
indicator, the antecedent’s reading will also besprved. The idea is hence that in these
examples there might not really be two readingstler nominalization involved, but
only one to which we can apply different kinds oégicates because there is a salient
relation between their bearers. This is possibenttbecause events and results are
closely related and we can hence ascribe propedidse former that do actually apply
to the latter and vice versa. Hence, we have anative analysis for copredication
examples with deverbal nominals, which in conttastther theories neither leaves the

1% Gloss for (203):
Die verriickte Verpackung hatte ein Kind tbernommen
The crazy packaging had a child undertaken
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interpretation of the noun open on the sentencel leor shifts the reading of the noun
nor inserts templates or operators into its lexstalcture during the composition of the
sentence.

However, we still have to account for exceptionscawning copredication mentioned in
Chapter 4, since up to now, the only prerequissteain analysis of copredication in
terms of predicate transfer is that there exisali@nt relation between the two reading
indicator domains. If we look at the following expal@s, some of which | have already
mentioned as counterexamples, the question aribgswe are not able to adjust the
second indicator to match the requirements of tre# in these sentences. In other
words, why can’t we ascribe these result propetbethe corresponding event in (91),
(206) and (207)7?

(91) ?Die Absperrung [aus Hokg [dauerte ewig]y.
‘The obstruction made of wood took for ever.’

(206) 7?Die Messung ist [muhsagy]und [auf eine Stelle genau)
‘The measurement is troublesome and accurate talecisal place.’

(207) ?Die [abblatterndepb Bemalung [war mit roter Farbe durchgefuhrt
wordenty.
‘The scaly painting has been done with red paint.’

In these cases the predicate transfer between amndntesult predicates should also be
licensed as in the above examples as shown, bigr isome reason blocked e.g. in
(208), a fact that will be addressed in greateaitiet Chapter 8.

(208) ?Die Absperrung [aus Holz} {kam durch ein Ereignis zustande, das
[zwei Stunden dauerig]} ro.
‘The obstruction made of wood came about by an tethext took two
hours.’

Another question is why the relation between amewaad the means to carry it out
seems to be not as salient as the one betweereahad a result. Otherwise, examples
like (89) should be fine and should license pradi¢eansfer from a means predicate to
an event predicate.

(89) ?Die [regelmalige} Luftung der Kinderzimmer ist wichtig, aber
[kaputt}wEANs.
‘The regular airing/air conditioning of the nurseis/ important, but
damaged.’

Nunberg states one additional, more context depdrabastraint on predicate transfer,
namely noteworthiness, but he uses this consttaintolve mismatches between a
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modifier or predicate and a simple noun, thataschses with only one indicator as e.g.
| am parked out backAs | have shown in 6.1, for the combination betwan event or
result indicator and a nominalization, notewortsmeoes not play a role, since we can
combine all sorts of result indicators with the moatizations without fulfilling the
noteworthiness  requirement. Take, for examplalie Ubersetzung st
fehlerhaft/gut/rot/liegt auf dem Tisch/ist zerfledd ‘The translation is
faulty/good/red/lies on the table/is tattered’. Warg does not mention specific
constraints on copredication, where we rather hevaismatch between the second
indicator and the first indicator, which alreadypiosed its sortal requirements on the
noun.

Hence, | have to modify and advance Nunberg's not#wness constraint in the
following to be able to predict acceptable copration sentences, especially as far as
nominalizations are concerned: Deverbal nominallires also differ from the simple
nouns used in Nunberg’'s copredication examples eronty their distribution, since
they are dependent on the event. This might alag pl role for the conveyance of
Nunberg’s theory to deverbal nominals. Moreoverthie next chapter | will show that
we need additional clear-cut constraints to preftiietright examples for copredication.

As | have shown in Chapter 5 and 6, the theoriésMe dealt with have different
strategies to solve copredication, but none of tkamaccount for the whole variety of
exceptions for copredication exemplified in 4.2.Ghapter 8, | will now establish a
comprehensive picture of different aspects influggthe acceptability of copredication
with deverbal nominals.






8. Constraints on copredication

In the preceding chapter, | introduced a new pagdictransfer analysis for
copredication examples with deverbal nominal, wiadapted Nunberg’s correspondent
notion. | have used this general mechanism to #heftmeaning of the second indicator
in these examples instead of applying to the ndselfi However, my procedure will
only be superior to accounts that focus on the oflexibility, if it can be constrained
in a straightforward way in order to only predictaptable copredication examples. To
accomplish this, | will adapt existing general doaisits on predicate transfer, such as
Nunberg’'s notion of noteworthiness, or on coprettbcawith simple nouns and add
special ones to specifically explain copredicatiotin deverbal nominals. This will help
to understand how we use deverbal nominals in ggnteow their readings are
distributed and also to show the conditions undeickv copredication can function as
an ambiguity test in the sense of Cruse (2000).

As | will show in more detail now, copredication® aot at all unconstrained and can
be odd for different reasons. In section 8.1 | vathrt with examples that are
unacceptable because of the relation and combimatidwo indicator types. In 8.2 |
will look into different structures in which copriedtions can occur and into how
structural aspects in addition to semantic and pragmatic facteranfluence the
coherence of such examples. Lastly, | will estdbliew pragmatic constraints on
copredication in 8.3 based on Nunberg’s generabnaif notworthiness and discourse
coherence concepts.

8.1 Reading indicator constraints

In Chapter 5, | pointed out that copredication @sdfailing is often used as a test
environment for the autonomy of different readirgsa word in the sense of Cruse
(2000). He assumes a “continuous scale of degréedistnctness on which two
different interpretations of a word may fall” (Cau2001: 36) and argues that if the
readings of a noun lead to odd copredication exespthese readings must be
autonomous and antagonistic (if this is the cdsey are so-called “senses”). They are
autonomous, if they for example have distinct sdtsense relations or are truth-
conditionally independent (for the latter cf. afeotnote 63, page 78). On top of that,
they can be antagonistic, if “adopting one constaighe meaning of a word has the
effect of inhibiting or suppressing the other pbgisies” (ibid.: 38), which makes them
odd in a copredication where another reading sderbe indicated that would then not
be available anymore. Hence, copredication difféates the relations between the
readings of different lexical items. Further, th®ice of readings seems to be decisive
for the acceptability of copredication as | willosty since some combinations license it
while others fall, i.e. the readings of a word cand in different relations to each
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other. The problem for deverbalng nominals that remains to be solved is which of
their readings are antagonistic and hence const@predication, and which examples
are odd for other reasons.

Since anungnominal can refer to such different things as eveabstract and material
objects, the relation between twang readings might vary and influence the behaviour
in copredication, cf. the repeated example (89)(@08)—(210). Hence, copredication is
not generally available foung nominals, but depends at least on the specificimgad
indicators involved®

(89) ?7?Die [regelmaligg] Luftung der Kinderzimmer ist wichtig, aber

[kaputtjueans.
‘The regular ventilation of the nursery is impattabut broken.’

(209) ??Die Verwaltung ist [mihselig] und [oft gestresstent/coLLecTivE:
‘The administration is troublesome and often stees

(210) 7?7?Die teure Reinigung [der Kleidgy][liegt am Kurfirstendammgc.
‘The expensive dry cleaning of the clothes is tedat Kurfirstendamm.’

These reading indicator combinations must differsome respect from the ones in
examples (211)—(213), which are acceptable. A thearcopredication should explain
why some reading indicators are not compatiblendagonistic and others do not lead
to a mismatch, although the readings are all rélaighe event in a way.

(211) Die [gestern erfolgte], Sperrung der Foren [wird bald wied
aufgehobenjs
‘The blocking of the forums carried out yesterdayl woon be lifted
again.’

(212) Die Ubersetzung [hat ein Jahr gedaygrtjnd kann nun endlich [gedruckt
werdenhg.
‘The translation has taken one year and can fir@dlyprinted now.’

(213) Der Redakteur hat die [fehlerhaftg]Bekanntmachung [in den Mulleimer
geworfenko.
‘The editor has thrown the faulty announcemernhendustbin.’

195 say that the acceptability depends on the indisaof the readings involved rather than on the
readings themselves, since according to my anabfsiepredication (cf. 6.2), there is only one riegd
available for the nominal. Moreover, | will marketfe examples with two question marks from now on,
since the constraints | will introduce are nottasrgy, as we will see in the next sections.

1% Gloss for example (211):

Die [gestern  erfolgte], Sperrung der Foren [wird bald wieder aufdmhtks

the vyesterday carried out blocking of the forumsll soon again lifted
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In Chapter 5, | showed that we cannot use Bierigsotpresentations to explain this

differing behaviour of the indicated readings, sife uses the same form of inserted
template for results, means, locations etc. ang emcludes generic readings from

copredication. Pustejovsky has different coercioechanisms to arrive at these
readings (dot object, qualia, introduction), bugytldo not clearly imply acceptability or

unacceptability for copredications involving them.

Since | claim that there is only one reading fog ttominalizations in copredication

examples, the question is which reading indicatarsbe enriched in copredication, e.g.
to a second event indicator, and which cannot. Mugn2004) has stated the condition
that there must be a salient relation between #daedos of the two predicates and for
deverbal nominals. This means that although alf tieadings are related to the event,
as we have seen, not every relation is salienhande licenses predicate transfer. If we
look at examples (89) and (209)—(210) above, itobess clear that means,

agent/collective and location indicators are nahpatible with an event. The question
is then what distinguishes the reading categohey belong to from the others for

which copredication is possible, or, in other wondly the relation between them and
the event is not salient.

To answer this question, | have proposed a lishafacteristic features for the readings
in Chapter 2, Table 3, so that | am now able toman® them and find possible reasons
and generalisations for the unacceptability of saames. This feature strategy is along
the same lines of approaches like Lieber (2004)y whcomposes lexical units into
semantic atoms in order to be able to describe Hanantics. It might be disputable
whether these features are the only relevant dngésfor my purposes, namely the
description of the ready-mafé readings, they mirror intuitions on what distirghgs
them from each other and to which extent they difféehe features [duration],
[dynamic] and [immaterial] were verified to corrdavith the selectional restrictions of
reading indicators in Chapter 3. Moreover, | hadeleal the features [resultative],
[volitional] and [cause event] to be able to digtiish all considered categorieg.

97| mentioned in Chapter 2.1 that | do not consitheir underlying verb semantics or their internal
structure, but instead focus on the nominal anehitslable readings in context.

198 Besides, there should be languages that make phwiogical distinction between the categories
covered byungin German: Frenchment for example, tends to express the stative readwbile age
rather focuses on the event. | will come back es¢hlanguage-specific differences in the conclusion
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Event | Result| Abstract | Result | Means| Agent/ Location
State | Result | Object Collective

duration + + - - — - -
dynamic + - - - - — -
immaterial + + + - — - —
resultative - + + + - - -
volitional - - — - - + -
cause even - - — = + + -

Table 3. Categories faungnominals

The classification in Table 3 is not a thematiergtid, but rather an ontology for the
readings ofungnominals: The features characterize, but alsongjsish, the available
reading categories with regard to a scale of “dist&a from the event. For example, an
event and a result state differ in that the eveglynamic and the state is not while both
have duration and are immateri&l. Abstract results still share one event feature,
namely being immaterial, while, starting from tlesult object, the readings to the right
do not have any features in common with the evBntview this table as a scale leads
to the description of a category like location ofly negative features: This is an
intended side-effect because the event is the pdintigin for deverbal nominals and
represents the reference point here.

Moreover, | introduce additional features here {istiniguish the readings among
themselves: Result objects and means are both iedladd can hence be combined
with extensional verbs dgssor touch but only the latter is involved in the event itse
while the former comes about by it and is hencealtative. The difference between pre-
existent'® and resultative entities actually distinguishes tigger groups of readings,
namely results on the one hand and participaritseievent on the other.

Among the participants, there are two reading categ that actually cause the event,
namely agents or collectives, which are volitiorzadd also the means, which cause the
event together with a (volitional) agent. This teatis inspired by Reinhart’'s (2002)
theta system, but specifies her “cause changeureadabwards the event. As a result
object can also cause something (e.g. the strdet tdocked), but it does not cause the
event itself, it is crucial here to distinguismdt only from result objects, but also from
locations.

The system in Table 3 will contribute to prove thapredication is not a characteristic
of specific nominals in general, but is licensednmych more complex factors. Based
on Table 3, I will now show which characteristic®ehse copredication: If we compare

1991 have chosen “immaterial” instead of Lieber's @29 “material” here because it is characteristic fo
the most common reading, the event and shouldftireraot be described as a lack here.

11011 section 2.2, | showed that some subtypes afirebjects actually already exist before the event
carried out, but they are pre-existent in anotleemf(e.g. in the case &bsperrung‘obstruction’ and
Lieferung‘delivery’), while the event casts them into the@w form.
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two readings that lead to unacceptable examplesgasevent and means in (89), we
recognize that they do not share a positive featbrents have duration and are
immaterial, for example, whereas means are mataridl do not have duration. The
same holds for example (209) involving an event arcbllective indicator: the only
positive features that collectives have in the gnidable 3 concern volition and cause
event — both (positive) features do not apply tergs.

With regard to event nominals, this positive featsharing constraint predicts that if
the first indicator in a copredication example fixdne nominalization to refer to an
event, we cannot use a means, agentive/collectilaation indicator to apply it to this

event as well. This is shown in (89) and (209)—}20he relation between the latter
readings and the event is that they participatthénevent, but this relation does not
license predicate transfer e.g. from a means itati¢ca an event indicator.

However, this constraint would also predict that samnot combine events and result
object indicators: Result objects are materialy ttie@ not have duration and are also not
dynamic, and hence they do not share any posigatufes with the event as the case
was with the pre-existent participant readings. Wiistinguishes result object readings
from these readings is that they are not pre-exigie this form, cf. foot note 110 and
section 2.2), but result from the carrying out leé vent. This resultative relation can
compensate for the lack of a shared positive featind enables us to apply predicate
transfer even between two such different categ@sesvents and objects. This is shown
in example (214).

(214) Die [kompliziertel*** Spezialanfertigung [ist nicht umtauschhar]
‘The complicated custom proddittis nonreturnable.’

A custom product or fabrication really is creatadthe course of the event and is not
pre-existent, not even in a different form. Howevarsection 2.2 | demonstrated that
there are different subtypes of the result objatégory, of which created objects are
only one (albeit the most resultative) form assiltated again in Figure 1.

1 Though it might not seem to be the perfect evadicator at first sight, | am of the opinion, that
kompliziert‘complicated’ always refers to events relatedhe houn they modify: a complicated task is
complicated to solve, a complicated machine is dmaied to handle etc.

112} iterally: ‘special fabrication’
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Result readings

/\

states abstract results result objects

relation/pattern information value

resultativity

Figure 1. Result readings farngnominals

Since the resultative relation is so strong tha&dmate transfer between events and
objects is only licensed if it is given (e.g. puneans are also objects, but do not come
about by the event), it is important to check wketlhe level or degree of resultativity
plays a role for copredication. Examples (215)—§2itikolve result objects of the
following types: modification, theme and means.

(215) Die Ubersetzung [hat zwei Jahre gedawertind [ist jetzt fur 20 Euro im
Buchhandel erhaltlichb(modiﬁcaﬂon)
‘The translation took two years and is now avdédah book shops for 20
euros.’

(216) Die Ausgrabung [wurde gestern abgeschlossenhd [ist ab né&chsten
Monat im Pergamon Museum zu seh@jgheme)
‘The excavation was finished yesterday and will dre display in the
Pergamon museum starting next month.’

(217) Die [hektische}y Verpackung [sieht schlampig ak&fneans)
‘The hectic wrapping looks sloppy.’

All these examples involving result objects of éifint kinds are acceptable, though to a
different extent: modificational result objects ias (215) are fine in copredication,
themes as in (216) are also not unusual, but egsidtmeans as in (217) are not totally
accepted by all native speakers. This is not ssimgiconsidering that the resultative
feature is crucial for the licensing of predicatensfer with objects: since the object
does not share any positive feature with the everst,only acceptable in copredication
with it if it results from said event. As claimeal 2.2, this resultativity can be given to
different degrees and the more resultative we deacan object to be, the more
acceptable the copredication will accordingly béll,Scopredication examples with
event and resultative means with a low degree silt&ivity, as in (217), are much
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better than events combined with pure means, wdwietobjects that do not result from
the event, as in (218).

(218) ?7?Die [standige), Heizung der Raume [geht oft kaputins.
‘The constant heating of the rooms is often braken

It follows that the continuum of resultativity | & described for result object readings
(cf. section 2.2) is mirrored in copredication: Bivaominals and object indicators can
only appear in a copredication if the object resiritsome way from this event, and, the
more resultative this object appears to be, theeetss to accept the copredication.

The observations about the different categoriesensadfar again hint at the fact that
Table 3 is not only a grid, but also a scale ofilsinty: the farther on the right the
categories are, the more they differ from the evkrfollows that the acceptability of
copredication examples where an event is combirngdame of them depends on their
position on the scale. The boundary for acceptalitnt copredications is the (pure)
means category: indicators for resultative mean¥epackung'wrapping’, Fullung
filling’ etc. (cf. section 2.2 for more details)an still undergo predicate transfer to
event indicators, while indicated pure mean#iagzung‘heating’ are definitely odd in
combination with events. Hence, shared features rasdltativity play a role for
copredication, as stated in Constraint 1.

Constraint 1
Copredication requires positive feature sharing/@na resultative relation
between the indicated reading categories.

One could object that we do not need positive feasharing for copredication then, but
only a resultative feature for the second indicatatling. Still, positive feature sharing
has additional effects: the degree of resultatigitgs not play a role for abstract results,
because they are not only resultative, but alseesttee immaterial feature with the
event, as becomes obvious in (219)—(221), whictequelly acceptable?

(219) Die [unvorsichtigely Messung war [nur auf eine Stelle genawhie).
‘The negligent measurement was only accurate tweodecimal place.’

(220) Die [langwierigefy Ubersetzung hat [keine Fehler maRgho).
‘The tedious translation has no faults left.’

(221) Die [visionarejrpatemBebauung ist [gestern abgeschlossen woggen]
‘The visionary construction was completed yestgrda

13 1n 2.2 (Figure 1), | have assumed that valuesef@mple, are more resultative than informational
objects as translation, since they really come éxistence through the measuring event.
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Since abstract results have additional factorsghpport copredication, it is sufficient if
they are resultative at all, whereas the degraesfltativity is only decisive for result
objects, which do not share any feature with trenev

Moreover, up to now | have only shown which indicatcan be combined with an

event reading and why, but for a full picture, comaltions between say a result state
and an agent or collective indicator should alsactesidered. Examples (222)—(228)
will show whether two reading indicators out of then-event categories can be
combined in a copredication. First, | will try torabine different results, then different

participants, and finally a result with a partiaipa

Results:
(222) Die [bestehendg} Verhillung des Reichstags [muss vorzeitig
abgenommen werdeg).***
‘The existing wrapping of thReichstachas to be removed ahead of time.’

(223) Die Ubersetzung [auf dem Tisgg)[ist voller Fehler}g.
‘The translation on the table is full of flaws.’

(224) Die Bepflanzung im Neubaugebiet [wurde lange digkt]ir und [besteht
nun seit einem Jahg
‘The planting in the development area was disai$sea long time and
exists for one year now.’

Participants:
(225) ??Die Fernsteuerufg [ist immer tibermiidetent und [geht deshalb oft

kaputt]\AEANs.
‘The remote-control is always tired and therefoften gets damaged.’

(226) ??Der Chef [ist inbc der Fertigung, welche gerade [Pause

machtkoLLecTive.
‘The chef is in the fabrication, which is takindpeeak right now.’

Result and participant:
(227) ?7?Die Verletzung, die [sehr lange dauedebeschwerte sicRient.
‘The injury, which lasted very long, complained.’

14 This example might be slightly worse than the ptiezeptable ones, again for involving a resuleativ
means, which is judged worse than other resultatbj@s we have seen in this section, but it isratich
better than the examples marked with question marks

1151 marked (227) with two question marks, even thoitgsounds worse than (228), for example. The
same holds for (225). One reason is that thesetagadings are very context dependent and not as
conventionalized as the agentive readinggefvaltung‘administration’,Bedienungservice’ orLeitung
‘management’, which | could not use instead bec#usg do not have a result state reading.
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(228) ?7?Die Verwaltung [ist lickenlog] und deshalb [schon im
UrlaublcorecTive.
‘The administration is complete/seamless and tbere already on
vacation.’

These examples show that we cannot copredicatet resading indicators and
participant reading indicators (i.e. for means,rgellective and location), since they
do not share positive features. The resultativéufeadoes not play a role here and
shows that we need Constraint 1. However, we cagiyaindicators for readings
belonging to the resultative group to other reaslimg this group since they share
positive features, for example, the resultative. one

In contrast, we cannot use participant indicatarsdther participant readings, since

they only share negative features. One exceptiocaras the categories means and
agent/collective: they share the positive featurécause event” and hence should be
fine in copredications, but they are not, as (2&%Wws. The reason for this might be

that they are both involved in causing the eveut,ib different ways: The means can

only cause an event together with the atjéand hence we might not be able to ascribe
properties of the causing agent and the causingneneathe nominalization at the same

time. Constraint 1’ states this exception and paldrises Constraint 1.

Constraint 1’
Different causers of the event cannot be copreglicat

Table 11 summarizes the possible reading indigadorbinations forung nominals in
copredication based on Table 3 and Constraint 11and

18 This is in analogy to an observation by Tanja Raihin her 2002-paper on theta roles: she shoats th
instruments can only cause change together witigent, while pure causes do not have an agentyln m
opinion, this dependency on an agent is also gtddiiasection 2.2): a pure means has to be switce

or plugged in l(eitung ‘wire’, lit. :‘circuit’) etc., but then it works ndependently, while a resultative
means Zahnfillung'tooth filling’, Verpackungwrapping’ etc.) really needs a very specific effoy the
agent to fulfil its function and does not activéily or wrap something, in other words, it does ause

its event.
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EV RS AR RO MEANS AG/COLL LOC
EV x117 v v v — - —
RS v x v v — — —
AR v v x v — — —
RO v v v x — — —
MEANS - - — - x - -
AG/COLL - - — - — x -
LOC - - - - - - x

Table 11. Reading indicator combinations

However, even if we have two combinable readingcers according to Table 11
(based on constraint 1), we do not always get fatlgeptable examples, as shown in
(229), for example.

(229) ?Die [gute}*®ar Mischung der Farben [erfordert groRe Sorgfalt]
‘The good mixture of the colors requires greakecar

The event reading is rather uncommon NMischung‘mixture’ (maybe blocked by the
prefixed Vermischung ver-mixture’). Independent of the reading combinationge of
the readings indicated by the two predicates casobeommon for this nominalization
to the extent that it might almost block anothexdiag. The currency of both readings
is hence a prerequisite for copredication.

For a full picture, 1 will add two readings thadid not consider in this work so far,
since they are not specific for deverbal nhominald aannot appear in copredication,
namely generic and fact readings. | repeat exaifidld) by Bierwisch (1983) here, to
show that generic (here called “principle”) readirepme with a general restriction for
copredicatiofr®, which also holds true for deverbal nominals: #8Q) we have a
generic reading oMessung'measurement’ which is said to be important in eyah
(therefore the theme does not have a definite whéer) and cannot be combined with
another non-generic reading.

17 x: two indicators of the same category can be coewhirbut this is not copredication in my

understanding of the term, since there is no sodaflict involved:Die [wertvolldro Ausgrabundist im
Museum ausgestgll, ‘the precious excavation is on display at the mose

118 | we would check what kind of indicatgut ‘good’ is by considering its collocations in a pos, as |
did for some indicators in Chapter 3, we would praably find all kinds of noun readings (cf.
Pustejovsky 1995). Still, in combination with theum Mischung‘mixture’ | think good modifies the
result reading, since a good mixture depends oarieunt of the different ingredients and does aoti$
on the good conduction of the event (in this lattese | would rather udgermischungdinter mixture’).

119 However, there seem to be exceptions if we useropn as for example Dogs are intelligent. They
know how to open my back-do&till, it is not clear how these examples arest@ined, for example by
ordering and coherence.
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(113) 7?7?Die Schule, die [aus der Geschichte Euraopelst wegzudenken
istlprincipLe [langweilt ihn nur gelegentlichyent/[liegt neben dem
Sportplatzguiping/[hat einen groReren Betrag gestiftgdirution:

‘(The) school without which European history wouldt be the same
only bores him from time to time/lies next to thpods field/has
donated a major amount.’

(230) ??Die Messung von Strahlung [ist wich8igyeric und [diesmal sehr
genaujr/und [wurde gestern durchgefulaki]
‘The measurement of radiation is important and/\yeecise this time/and
was conducted yesterday.’

In (231) we have a fact reading (the fact that pneposal was rejected made me
wonder), which also cannot be combined with a tagalding (for example), assuming
that we wonder about the rejection itself not plsbut its lying there.

(231) ?7?Die[auf dem Tisch liegendg]Ablehnung[hat mich gewunderi}r?°
‘The rejection that lies on the table made me veond

Melloni (2007: 117-118, based on observations iheAsl993 and Pustejovsky 1995)
assumes that factive readings are not lexicallylava readings (which is why | will
not deal with them), but sense extensions madeilppedsy the vagueness of action
nominals and coerced by factive predicates suchaasmich gewundertmade me
wonder’ here (we could paraphrase this by sayinige“Tact that | got this rejection,
which lies on table made me wonder”). Neverthelsks, claims that they can appear in
copredication, which seems at least to be truedonbinations with event readings, as
in (232), since they are very similar, for examjabeargument structure.

(232) Er [informierte mich Ubeghct die SchlieBung, welche [gestern
stattfandgy.
‘He informed me of the closing, which took pla@sterday.’

In the next sections | will show that there are iaoidal factors that support or
complicate copredication, even if we deal with twompatible reading indicators
according to Table 11.

120 Gloss for example (231). :
??Die [auf dem Tisch liegengg] Ablehnung [hat mich gewundesi}lr
??The on the table lying rejection  rhas wondered
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8.2 Structural constraints

According to Table 11, we should be able to combdiféerent result types, for
example, an abstract result nominal reading of th@minalization Messung
‘measurement’ with a result object indicator ag283).

(233’ ?Die Messung [ist nur auf eine Stelle gepaund [liegt im Milllgo.
‘The measurement is only accurate to one decimatephnd is in the
trash.’

However, this example is odd, although | would @ety judge it better then the
marked examples in 8.1 (which included incompatielgdings). It is a perfectly well-
formed sentence that includes a deverbal nomirdihan indicators, one indicating an
abstract result reading and one indicating a reshject reading, just like other
examples from 8.1, for example (223), which wereeptable. How is it then possible,
that (233) is rather odd? One thing that comesitalns the structure of the sentence:
we have coordination here. But how can this strattdifference lead to a less
acceptable, but well-formed copredication? In thection, | will try to state this
guestion precisely.

First of all, | will give a descriptive overview athe influence of a copredication’s
structure on its acceptability. As we will see,rthare different constructions in which
the two indicators can be positioned: they can appe an adjective, as a VP, within a
relative clause or applying to a pronoun. Furtlibese options can be combined in
different ways. In (233), repeated here, we hawsadination structure of two VPs
(the indicators are marked with indices here).284)—(236) | exemplify other possible
constructions with the same nominalization andstdr@e indicators to see whether they
differ in acceptability.

(233) DP VP|nd1 and VP|nd2
?Die Messung [ist nur auf eine Stelle genauwind [liegt im Mull|ro.
‘The measurement is only accurate to one decinadephnd lies in the
trash.’

(234) Det Adjlndl N VPIndZ
Die [nur auf eine Stelle genaug]Messung [liegt im Milio.
‘The measurement only accurate to one decimal pilasén the trash.’

(235) Det. N RCia1 VPing2 2
Die Messung, die [nur auf eine Stelle genawgsfliegt im Mull] ro.
‘The measurement that is only accurate to one ddcpiace lies in the
trash.’

1211 will still call all of these structures coprediion, since they all pose the same problem: omeima
form has two reading indicators.
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(236) DP; VPjhg1. Pronoun; VPng2
Die Messung [ist nur auf eine Stelle genauie [liegt im Mullko.
‘The measurement is only accurate to one decimadepllt lies in the
trash.’

As suggested by the question mark in (233), | d®rsthis construction the least
acceptable, while the others are fine with a subtéderence for the pronoun structure
in (236)%4, where the second indicator has its own languaatenial to apply to. | will
consider this latter structure only for the sakecoimpleteness and as a comparison
element, since | won't be able to give a specificcant for anaphora here. As | show in
this section, the acceptability of copredicatiormmples with deverbal nominals does
not only depend on the reading indicators involgeid section 8.1), but also on the
placement of the indicators within the sentencecttire; the same two indicators for a
specific nominalization can be combined in différatructures, as in (233)—(236),
which are not necessarily equally acceptable.

| assume that reintroduction with a pronoun makesasier to use another competing
indicator indirectly also referring to its corefatethe deverbal nominal, as in (236),
since the two indicators appear in different secgésnMoreover, the subordination of
one indicator through the use of a relative claase (235) also supports copredication
since the relative pronoun introduces the discoue$erent again, so to speak, in a
manner similar to the pronoun, and hence addsesdéparation of the two indicators.
Thereby, the distinction between restrictive and-restrictive relative clauses does not
make a difference with respect to acceptabilityexemples (237) and (238) show.

(237) Jede Messung, [die nur auf eine Stelle genawriskann [weggeworfen
werdenko.
‘Every measurement that is only accurate to onentdcplace can be
thrown away.’

(238) Ich habe die Messung [weggeworfes]welche (lbrigens) [nur auf eine
Stelle genau istk.
‘I have thrown away the measurement, which is catgurate to one
decimal place (by the way).’

Subordination seems to be generally preferred a@ordinated conjunction in
copredication, since it can also be found for sempbuns, as we have seen in
Bierwisch’s (1989) examples (114) and (107) repbatze.

(114) 7?Die Schule liegt neben dem Sportplatz urtdelrden grofReren Betrag
gestiftet.
‘The school lies next to the sports field and hasaded a major amount.’

1221n pro drop languages this structure might evembee similar to the other copredication structures
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(107) Die Schule, die neben dem Sportplatz liegt, déinen gré3eren Betrag
gestiftet.
‘The school that lies next to the sports field Hasated a major amount.’

The parallelism effect of two reading indicatorsairsentence created by coordination
structures (cf. (114) and (233) above) is markeith wegard to copredication, although
it might not be totally unacceptable, compared, &tample, to examples with
incompatible readings as in 8.1. Besides, we care hather, worse coordinating
structures, e.g. when we coordinate two NPs a53)t°€ or two adjectives as in (239),
which emphasizes their general markedr&ss.

(53) [[Det Adjing1 N and NP] VP]
?Die [bunteo Verpackung und [Versendung]der Pakete ist wichtig.
‘The colourful wrapping and sending of the packagamportant.’

(239) Det Adj Ind1 Adj ind2 N VP
?Die [rechtzeitige)y [sicher verpacktgp Lieferung ist wichtig.
‘The punctual safely wrapped delivery is important’

However, conjunctions are not generally odd witpredication, since embedding one
indicator under a subordinating conjunction is atakle, as shown in (240) and (241),
but this presumably also depends on the anaphampun introduced here.

(240) Obwohl die Messung [auf drei Stellen genawjst]liegt sieim Miill] ro.
‘Although the measurement is accurate to threenticplaces, it lies in
the trash.’

(241) Die Messung [ist auf drei Stellen gengy]abersie [liegt im Mull]ro.
‘The measurement is accurate to three decimal pldog it lies in the
trash.’

Moreover, we find acceptable structures, such 84)(2epeated here, where we have
one indicator in the form of an adjective and aroths a VP, but no subordination or
anaphor preventing parallelism.

123 | have used this example in 3.2 to show that & ohthe conjuncts in this structure can only hane
reading asversendungsending’ (event), it can be seen as an indic&dorthe second nominal, which
must share its reading. Hence, this is also a digaion, although with a nominal kind of indicator

1241t we use two indicators of the same structure,haee to add a third one to complete the sentdnce.
chose a neutral one likst wichtig‘is important’, which could refer to both readingjace | want to focus
on the conflict between the other two indicatorar&bver, the examples | have discussed in thistehap
so far were congruent with my assumption, that ititerpretation of the deverbal nominal is fixed
linearly, i.e. the first indicator decides on tleading for the whole sentence, and inside outexample
first within the DP. To have two indicators in ftoof the noun they modify opens up new questions
between syntax and processing that | cannot fallyeshere.
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(234) Det Adjmdl N VP|nd2
Die [nur auf eine Stelle genaug]Messung [liegt im Mulko.
‘The measurement only accurate to one decimal piesén the trash.’

The fact that we have two different indicator forras adjective and a verb phrase here,
seems to support copredication here and makesisatréhe two indicators are not too
close. In contrast, when we have two adjectivem 4239) or other coordinations, for
example of two VPs as in (233), copredication isl.o@onsequently, two different
indicator forms should be used, for example a y@mtase and a relative clause, a verb
phrase and a pronoun etc.

After having checked these possibilities, | conelutiat there are cases where the
structure in which the two indicators for differdabhds of readings appear plays a role
for the acceptability of copredication: We preferkeep different indicators apart in
copredication, e.g. by subordination, as state@anstraint 2a. Moreover, we should
use two different forms for the indicators, e.g.aaljective and a verb within a relative
clause, as stated in 2b.

Constraint 2a
Coordinated conjunction between the competing atdis impedes
copredication

Constraint 2b
Competing indicators should appear in differentfer

In fact, if copredication examples adhere to thasestraints, they appear to be more
cohesive than if they do not, so that we accept dpparent mismatch between
indicators more easily.

However, it is important to note that avoiding adioation or using different forms only
supports copredication if the two reading indicatare compatible according to Table
11. This becomes obvious if we reinvestigate thengles from section 8.1 for their
structure. The coordinated example (228), repelagtalw, remains unacceptable if we
use two different indicator forms as in (242). Ae Wave seen, other examples with
incompatible readings are also odd even thoughukeysubordination, as in (227), also
repeated below.

(228) 7?7?Die Verwaltung [ist lickenlag]und deshalb [schon im
UrlaublcorecTive.
‘The administration is complete/seamless and tbexe already on
vacation.’
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(242) ?7?Die [lickenlosak Verwaltung [ist schon im Urlaub.ecTive.
‘The complete/seamless administration is alreadyazation.’

(227) 7?7?Die Verletzung, welche [sehr lange daugstfjeschwerte sicRgent.
‘The injury, which took very long, complained.’

The anaphoric pronoun structure seems to be the fieaghle one, but still it is not
unconstrained® since examples violating Constraint 1 remain ofldvé add an
anaphor (cf. (243)) a fact that could be interesting for anaphorariesoAccordingly,
Constraint 2a and 2b are only relevant for compatéading indicators.

(243) Die Verwaltung war [lickenlogg. #Sie [ist schon im Urlaubd.ective.
‘The administration was complete/seamless. Itresady on vacation.’

Constraint 2a is a general constraint that alsgspkarole for competing readings of
simple nouns aschoo| but there are aspects concerning (temporal) tetieiavhich
especially hold for deverbal nominals and whichill discuss now. Up to now, | have
only looked at result combinations, which can bespnt simultaneously, but should not
appear to be parallel. In copredications with adixevent and a result indicator applying
to it, coordination brings in another aspect, ngnaexistence. The coordination of
event and result indicators accompanied by presemte forms is not only less
acceptable, but impossible, since the result casmatltaneously exist with its event.
This is shown in (244) and (245) (this is in costr abstract results and result objects,
which are a conceptual unit and can coexist).

(244) 7?7?Die Messung ist [muhsagg]und [auf drei Stellen genai}
‘The measurement is cumbersome and accurate ® de@mal places.’

(245) ?7?Die Ausgrabung der antiken Krige ist [komplizigrund [im Museum
ausgestellfo.
‘The excavation of the ancient jugs is complicasedl exhibited at the
museum.’

If we say that a measurement is cumbersome orataxcavation is complicated, it
cannot be finished yet and hence we cannot say aceurate the result of the
measurement is at this point or that the resulhefexcavation is exhibited somewhere.
Hence, it is not only parallelism (due to coordioa} that makes these examples odd,
but primarily coexistence, that is, subordinated pronoun structures as in (246) and
(247) cannot license examples like these even thotgy involve compatible
indicators.

125 The pronoun structure is also constrained as areading combinations with generic readings are
concerned. For an account to type shifting anapandsgenericity see ter Meulen (1995).
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(246) ??Die Messung, welche [mihsamgstjist [auf drei Stellen genaid.
‘The measurement, which is troublesome, is accutatéhree decimal
places.’

(247) Die Messung [ist muhsam]. #Sie ist [auf drei Stellen genan]
‘The measurement is troublesome. It is accuratbree decimal places.’

However, this constraint concerning coexistenceén \lie event does not hold for all
results, since, as | have shown in section 2.2 @)l there are different amounts of
resultativity involved, which is in turn related toeir status as being pre-existent in a
different form or created. A result st&feor an abstract result value (as in the
measurement example above) cannot coexist witlkevbat, and the same holds for the
pattern reading of abstract results e.g. B#pflanzung‘planting’ or Einrichtung
‘arrangement’. However, if we look at result obgdhere are differences depending on
the type as shown in examples (248)—(251).

(248) Creation:
??Die Spezialanfertigung, welche [kompliziertggt]ist perfektko.
‘The special fabrication, which is complicatedpexfect.’

(249) Resultative theme:
Die Lieferung, die [gerade durch einen erfahreneiekanten erfolgtly,
ist [sorgfaltig verpackgo.
‘The delivery, which is currently being carried ooy an experienced
distributor, has been diligently wrapped.’

(250) Resultative means:
Die Absperrung, die [aus 100 Teilen bestght[dauert schon den ganzen
Vormittagjey.
‘The obstruction, which consists of 100 parts, ade takes the whole
morning.’

(251) Modification:
Die Ubersetzung, die sehr [langwiegg]ist, [liegt noch auf meinem
Schreibtischjo.
‘The translation, which is very tedious, is styilig on my table.’

Hence, there are results that allow coexistencé he event suggested by two
indicators in the present tense, since they orgyire the event to have started (but not
to have finished) for them to exist in their newnfio(as e.gLieferung‘delivery’), while

others are really created by the event and redpuicebe finished first (as result states,

126 The state of being obstructed can only existhé event of obstructing is completed as inDie?
Absperrungist mithsarf, und [besteht seit hellgs ‘the measurement is troublesome and exists since
today.’
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values, relations, created result objects). The tamaining subcategories of result
objects, namely resultative means and modificatians more complicated to classify
with respect to coexistence with the event. In gXam like (250), it seems that
resultative means can coexist with their event, batually, they can only fulfil their
function if the event is completed, which can beven by the unacceptability of (252).

(252) Die Absperrung [wird gerade unter Protest durchigefg,. #Sie [halt die
Demonstranten zurlicky.
‘The obstruction is conducted under protest righvnit holds back the
protesters.’

However, the 100 parts of the object mentioned2B0f’ identifies the obstruction
object as an incremental theme (as in the send@owfty (1991)), so that we have
different subevents corresponding to parts of thjeat: If we have constructed 50 parts,
it is half done, and so forth. The same holds fodiiications (or representations) like
Ubersetzundtranslation’, assuming that the translated teomsist of more than one
word. In such cases, it is only required that thigesent corresponding to the part of the
source text or obstruction is completed for it xesg but not the completion of the event
as a whole. Hence, the (partial) result objechefdévent can coexist with an unfinished
subevent (i.e. with the remaining translation ostalction interval), but obviously not
with the completed subevent that brought it ab&ut.

The coexistence constraint also holds for thesemples in principle, but it is not
necessarily the case that the indicators have terbporally disjoint, since we will, for
example, always interpret the translation on thetas the already translated part (or
even the source text) and the mentioned eventeasethaining, not coexistent, interval
of this event. In copredications of events withstheeadings, it depends on the context
whether two indicators in the present tense canrapany the nominalizatioff’

Hence, the subordination of one indicator only suigpcopredication if the referents of

the two readings can, in principle, coexist (c#gRand (247)). However, there is one
structure that does not make tense explicit. lijplaee an event indicator adjective into

a DP with the nominalization, we do not have tedaine whether the event is already
finished or not: flie mihsame Messunghe troublesome measurement’ could mean,
that is has been troublesome as in (253) or thsiliis as in (254).

127As | have mentioned in section 2.2, it is not abssy clear whether nominals likAbsperrung
‘obstruction’ can really refer to their unconstrattparts. This should be clarified, e.g. by a qaestire,

in future studies.

128 The same holds for the corresponding abstracttrésu only the already translated part can csexi
with the remaining subevenbie Ubersetzung, welche viele Fehler hat, dauengkthe translation,
which has many faults, takes a long time’.

129 There are cases where the whole event is reqtdrbd finished even if we have a modification resul
object: ‘Die Ubersetzung, welche noch nicht abgeschlosseveigkauft sich guthe translation, which is
not yet finished, sells well(only the whole object can sell well)
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(253) Die [muhsame}y Messung (von gestern) [steckt mir noch in den
Knochenty.
‘The cumbersome measurement (from yesterday)lligretibling me’
(literally: ‘still sticks in my bones’)
= finished

(254) Die [muhsame)y Messung [ist immer noch nicht abgeschlossen]
‘The cumbersome measurement is still not finished.’
= not finished

However, in copredications such as (255) and (2w6)have to interpret the adjective
as modifying an event in the past (although theectjal modification does not
determine a tengeer sg, since event and result cannot coexist.

(255) Die [muhsame)y Messung ist [auf funf Stellen genay]
‘The cumbersome measurement is accurate to fiviendéplaces.’

(256) Die [kompliziertely Ausgrabung ist [im Museum ausgestabt]
‘The complicated excavation is exhibited in the pura.’

The same holds for examples with two indicatorsisehe past, since then it is not
necessarily the case that the event and the resexisted then, as shown in (257) and
(258). Again we cannot interpret the event and-dselt as simultaneous.

(257) Die Messung war [miUhsag] und [auf drei Stellen genaig]
‘The measurement was troublesome and accuratege tlecimal places.’

(258) Die Ausgrabung war [kompliziegy und wurde [im Museum
ausgestellfo.**
‘The excavation was complicated and was exhibiteithé museum.’

Hence, a coordination structure with an event anelsalt does not necessarily suggest
coexistence, especially if we coordinate compeiiadgcators for deverbal nominals that
are temporally disjoint as in (259

(259) Die Ubersetzung [hat ein Jahr gedaugrtind kann nun [gedruckt
werdenjg.
‘The translation has taken one year and can firdlprinted now.’

130 One could claim that the present tense versidiméswith a passiveDie Ausgrabung ist kompliziert
und wird im Museum ausgestelthe excavation is complicated and is exhibitedtts museum’.
However, | think this is so, because the presedtfature passive share the same form,wied will be
interpreted as future and consequently as beingsimonltaneous.

31 |n this case, the indicators have to be tempodiljoint even though the result is incrementaigcsi
only the translation result as a whole will be pth



158 8. Constraints on copredication

Here, the event is set in the past, while the tesdicator also applying to it is set in the
present. In these cases, the different tensestl@ndiscourse particleun ‘now’) avoid
parallelism and the coordination is interpretechagequence rather than as parallel (cf.
also 8.3). Hence, coordination structures are dabépif they establish a sequence in
time for events and results, but the additionalosdimation of one indicator can still
improve them, as examples (260)—(263) show.

(260) Die Beklebung der Schubladen [wurde von Schilemehdyeflhrtg, und
[besteht schon seit zwei Jahren fgst]
‘The pasting of the drawers was done by pupils lzesl already persisted
for two years now.’

(261) Die Beklebung der Schubladen, [die von Schilerrchiyefihrt wurdedy,
[besteht schon seit zwei Jahren figgt]
‘The pasting of the drawers, which was done byilpuas already
persisted for two years now.’

(262) Die Ubersetzung war [sehr frei geschelenind (war) [voller Bilder aus
der Religion und Weltanschauung des alten Japan]
‘The translation is very freely done and (was) fafl pictures of the
religion and world view of ancient Japan.’

(263) Die Ubersetzung, [sehr frei geschehgn]war [voller Bilder aus der
Religion und Weltanschauung des alten Jagpahf
‘The translation, very freely done, was full of fuies of the religion and
world view of ancient Japan.’

We have thus two similar structural aspects thay pl role for copredication: We prefer

to avoid parallelism in discourse, especially withdings that can coexist, and we have
to avoid temporal parallelism if it is logically possible. Constraint 2c concerns

temporal structure and holds especially for evestt pairs.

Constraint 2c
In event-result combinations, one indicator habademporally disjoint if
the result comes about by the completed évent

With regard to this constraint, deverbal nominatiedfrom copredications with simple
nouns although they display a similar meaning Viara since they lack a resultative
relation. We could, for example, set the well-knoamch example by Asher &
Pustejovsky (2005) into the present without makingnacceptable, because the meal
and the event of eating it coexist (cf. (264)).

132 Taken from theosmasorpus: A97/SEP.22787 St. Galler Tagblatt, 08 @971 Ressort: TB-OT
133 This is always the case for result states, alistesalt values and relations, created result dbjend,
under certain conditions mentioned above, alsodsultative means and modifications.
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(264) Lunch is [deliciousyeaL, but [takes foreveg]ent.

Although results come about by events and hencpdeatly succeed them, the order of
event and result indicators can be reversed irodrse, in other words, the event must
take place before but does not always have to beiomed before the result. As seen in
many examples in this study, it does not make f@réifice in acceptability whether we
first introduce the event or the result in a sec#&f, and predicate transfer can be
assumed for both directions (cf. Chapter 8.2) 424%)—(268).

(265) 1514 [uberreichtg] er Louis XlI die [schwierigg}, Ubersetzung von
Texten des Thukydides.
‘In 1514 he gave Louis Xl the difficult translatiof texts by
Thucydides.’

(266) Nur wenn man die genaue Bezeichnung des Videosgskannt, kann
man abschlielBend sagen, ob die [vorliegaasi®lessung [regelgerecht
durchgefuhrt}y, wurde und somit verwertbar wére.

‘You can only tell whether the present measuremeas conducted
regularly and is hence usable, if you know the iseecame of the video
system.’

(267) Die Lieferung [liegt schon auf deinem Tisgb] Sie [hat nur einen Tag
gedauergy.
‘The delivery is already on your table. It has otaigen one day.

(268) Die Ubersetzung, [die man jetzt endlich kaufen kagnhat ganze [6
Monate gedauerty.
‘The translation, which one can finally buy nowpkdb whole months.’

Hence, Constraint 2c should not be misunderstoad@sring the event to precede the
result in discourse. Obviously, the event precetegesult in time and that is why we
have to temporally disjoin them, but still we cawerse the order in talking about them.
One reason for this might be that it is the rethdt entails a corresponding event rather
than the other way round: not every event has atrdse nominalization can refer to.
Hence, if we come across a deverbal nominal inglicéd be a result, we can be sure
that there has been an event that brought it adomdithat the nominalization can refer to
it.*> However, as (269)—(271) show, the implicationdeditlightly, depending again
on the types of results.

134 For a different stance on this point see Hamm &t&d (2009). Empirical studies in Weiland (2009),
Weiland et al. (2010) and Featherston et al. (stibd)i show that this order sometimes is judgechsiig
worse, but that it is not unacceptable.

135 As pointed out in 2.1, the fact that an eventénasrtain result in the world does not necessamign
that we can refer to it. However, if there is aufeseading we can be sure that there was an dwent
which the nominal can also refer.
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(269)

(270)

(271)

8. Constraints on copredication

Die Messung [liegt auf dem Tisgf}[ist auf zwei Stellen genaxg
— Die Messung [ist abgeschlossgn]

‘The measurement is on the table/is accurate todweimal places
— The measurement is finished.’

Wenn die Messung auf dem Tisch liegt/auf 2 Stajjenau ist, dann ist die
Messung abgeschlossen.

‘If the measurement is on the table/is accuratevtodecimal places, then
the measurement is finished.’

Die Ubersetzung [liegt auf dem Tisghl[ist fehlerhafthg.
-+ Die Ubersetzung [ist abgeschlossgn]
— Ein korrespondierendes Teilereignis ist abgessao.

‘The translation is on the table/is faulty.
-~ The translation is finished.
— A corresponding subevent is finished.’

Hence, a result always entails that there has baezvent, but not necessarily that the
whole event was completed, while an event doesentdil a result which can be the
nominal’s referent, since there are events thataldnave a result reading.

Native speakers of English might also wonder whetite use of simple past in contrast
to present perfect plays a role for the revergibibf indicators. German has the

synthetic “Prateritum” and the analytic “Perfek#hse, but they do not display the same
characteristics as in English The “Préateritum” is pretty uncommon in generatept

as narration tense for novels etc. It is also mefgored for cases where the relevance
for the utterance time should be emphasized, bsttdndency is not as strict as in

English: Accordingly, examples (272)—(275) areaateptable, but the perfect tense is
generally preferred, since it is much more common.

(272)

(273)

Die Lieferung [dauerte nur einen Tag]und [liegt schon auf deinem
TiSCh]Ro.
‘The delivery took only one day and is already onnytable.’

Die Lieferung [liegt schon auf deinem Tisgb]und [dauerte nur einen

Tagv-
‘The delivery is already on your table and tookyomhe day.’

136 For English, we would expect that the presentgmérfreferring to a state) is much more reversible
then a simple past (I owe this observation to Aliee Meulen). This should be checked with native

speakers.
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(274) Die Lieferung [liegt schon auf deinem Tisgblund [hat nur einen Tag
gedauergy.
‘The delivery is already on your table and has mately one day.’

(275) Die Ubersetzung [dauerte ein Jakrlind [kann jetzt gedruckt werdeg]
‘The translation took one year and can be printad.h

In this section, | have shown that there are amufti structural constraints which are
relevant for the acceptability of copredicatiomca they reduce cohesion, namely the
parallelism effect due to coordination, lack oftdicce between the indicators and
temporal structure or coexistence. 2a and 2c dtegostraints, since they can improve
examples with compatible indicator combinations tainot license predicate transfer
for other indicators restricted by Constraint 1. i2ba hard constraint like 1, but is
specific for event-result indicator combinations. the next section, | will introduce
examples that suggest an additional (third) coimgtraince they satisfy the conditions
concerning structure and readings involved. Otltreictiral factors such as the order of
the different indicators do however not make aedéhce as | have shown. From the
syntax of cohesion and constraints on the semaiak& which concern the combination
of readings, | will turn to different pragmatic facs that make a copredication coherent
and therefore acceptable in section 8.3.

8.3 Predicate coherence

In the preceeding two sections, | have shown thatcannot simply apply predicate
transfer in copredication environments whenevemneed to solve a mismatch between
two indicators, but that the acceptability of capecation depends on the reading
indicators involved and their position within thensence: In short, | have shown that
the two readings indicated should not be too seicwllyt different and their indicators
should be structurally (and in some cases tempgoratlisjoint. However, the
unacceptability of examples (91) and (207) from @@&a4 and 6 cannot be predicted by
these constraints, since they involve event andltr@sdicators which are temporally
and structurally disjoint, so that they do not atel Constraints 1 and 2.

(91) 7?Die Absperrung [aus Holkz) [dauerte ewigy.
‘The obstruction made of wood took for ever.’

(207) 7?Die [abblatterndgeh Bemalung [war mit roter Farbe durchgefiihrt
wordenky.
‘The scaly painting has been done with red paint.’

| have shown in section 6.1 that Nunberg’s origioahstraint on predicate transfer,
namely the notion of noteworthiness that he assumesist between a newly derived
predicate and a noun (cf. Chapter 5), does not tins(single) indicator-noun
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combinations with deverbal nominals. Nunberg death cases such dsam parked
out back which he assumes to be acceptable since themat@n contained in the
predicate is noteworthy to characterise or iderttify bearer, here the driver, even if the
predicate actually modifies cars. For deverbal maisi | have shown that we can
combine them with all kinds of predicates indicgtgvents, objects etc. without having
to consider noteworthiness, since these readingsrare conventional than the car
readings is for the driver noun.

Moreover, since noteworthiness is a relation betwaenoun and a new, enriched
predicate, it is not introduced to explain copratlmn cases, which differ in that they
involve two indicators for example. However, in mginion, a pragmatic principle like
noteworthiness is a crucial means to explain whyg amen we can solve sortal
mismatches and when we cannot, since this can olyicot only be explained by
structural means and the readings involved. In $eigtion, | will show how we can
advance the general concept of noteworthiiés® make the relations licensing
predicate transfer more transparent (in copredinatiith deverbal nominals) and where
they are established.

If an -ung nominal is indicated to be an event by the selaatigestrictions of a
predicate, this predicate will not only tell us tthhe nominalization should be
interpreted as an event, but it also adds propettighe event, for example, that it was
tedious, that it took a long time or was finish&llese properties can lead to inferences
about states and abstract or physical objectsrésatit from these events, since these
results might acquire specific properties from tharacteristics of the event. Let us
consider an acceptable example (50) from sectibmBere this should be the case.

(50) Die [langwierige}y Ubersetzung [brachte mir viel Geld gig]-*®
‘The tedious translation earned me a lot of mdney.

The nominalizationUbersetzungdtranslation’ is here indicated to be an eventt tisa
tedious and has a result that is worth a lot of eyorThese two properties are not
independent, however: One possible correlation éetwthese pieces of information is
that the result object may have sold well becabseetent that brought it about was
tedious (and could not have been done by everydtence, in copredication cases
there is not only a relation between the particutaticator and the noun (as with
noteworthiness), but also between the two indisatord the properties they assign to
their bearers themselves.

| claim that a pragmatic notion similar to notevimess should be assumed for
copredication with deverbal nominals as w&llSince it exists between other parts of

137«A property is noteworthy if it offers a useful waf classifying its bearer relative to the immedia
conversational interests” (Nunberg 1995: 114).

1381n 3.1 I have shown that the second indicator dm¢only allow result objects, but here, | wilsasne
a context where it is really the selling of the bdloat earns me money.
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the sentence than noteworthiness in Nunberg's atcoamely between the different
indicators themselves as shown for (50), | will miypdnd extend it in this section.
Hence, in addition to the category combinationhe teading indicators (cf. 8.1), the
relation between semantic contents plays a role tler acceptability of the
copredication: there must be a reason why we usgeaific, enriched event indicator
(for example) for a specific result object. Befbarify this vague relation, | will look
at the unacceptable examples from above to findatather the relation between the
indicators differs, e.g. in (91).

(91) 7?Die Absperrung [aus Holkz) [dauerte ewigy.
‘The obstruction made of wood took for ever.’

In the first part of the sentence we obtain theorimiation that the result object of
obstructing something consists of a certain mdienamely wood. Does this tell us
anything about the event which brought it about?,Amore specifically, is this
property related to the duration of the event tvat learn about from the second
indicator? | claim that without a very specific text, the material that a result object is
made of does not tell us something about the duradf its event (and, likewise, the
duration of an event does not tell us somethingiatiee result object’s material). If this
is indeed the reason for the oddness of this examy# should be able to establish the
necessary relation by substituting one indicatadhva suitable other property. Let us
consider a situation where the duration of an eeentd really correlate with a property
that its result has: in the case of an obstructimncould imagine that the event takes a
long time because the result object is difficulestablish in any way, e.g. because it has
many parts, as shown in (276).

(276, Die [aus Uber 100 Teilen bestehendeAbsperrung [dauerte zwei
Stundengy.
‘The obstruction consisting of more than 100 peotk two hours.’

In this context, the number of parts that makehgpabstruction object is very high and
influences the duration of the event of obstructismce we can assume that it is
difficult or at least time consuming to assemblerenthan 100 parts. Since this
characteristic identifies the obstruction as arranmental theme, the amount of parts
correlates with the progress of the event, as els&nown in 8.2. In contrast to example
(50) (repeated on page 162), a property of thdtrebject (having many parts) explains
the property of the event (taking 2 hours) while(39) the property of the event has
explained why its result has earnt a lot of money.

139 In preliminary work (Brandtner 2008, Brandtner &nv Heusinger 2010), | have used the term
noteworthiness for copredication as well. As wd s@e | extend and modify this concept and to avoid
confusion with the original concept, | decided tincan own term as we will see.
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In example (207), we learn that the result objé& painting event is flaky and that the
corresponding event was done with red paint. Thestipn is whether these properties
correlate in a plausible way so that one expldiesother, for example:

(207) ?Die [abblatterndgb Bemalung [war mit roter Farbe durchgefihrt
wordenty,.
‘The flaky painting has been done with red paint.’

Since the specific colour of paint, here red, duatstell us anything about the result of
the corresponding painting event (apart from beid), the predicate transfer which
would allow us to use an event predicate for altedject is not licensed here. Blue or
green paint could lead to a flaky painting as wadl this characteristic does not have to
do with its colour. However, we could imagine tifate use old oil paint, which might
suffer in quality as it ages, this could lead te@sult that peels off easily, as in (277).

(277 Die [abblatterndelo Bemalung [war mit alten Olfarben durchgefiihrt
wordenty,.
‘The scaly painting was done with old oil paint.’

Here, the semantic content of the event indicateesgus a plausible reason for the
constitution of the result mentioned at the begigniBased on these observations |
assume, that just like discour§¥scopredications are “not simply arbitrary collecis

of utterances” (Kehler 2004: 241 on discourses]}, that there must be a coherent
relation between the different properties we ass@rthe nominalization, especially
since the readings of deverbal nominals are deperafethe event. It follows that the
different things we state about the noun are iatated, too.

With respect to predicate transfer, this means ame adjust the competing second
indicator to the first one in copredication exanspié the property added by this

(second) indicator and the characteristics of tbeninalization in this context are

coherent. For the time being and following Keh0{4: 241), coherence simply means
that we do not state two independent facts herg, that a painting is scaly and a
painting is done with old oil paint, but that thdaets (must) stand in a (here causal)
relationship. The third constraint for copredicatiith deverbal nominals has thus to
do with contextual and pragmatic factors and | weltm the corresponding relation

predicate coherence, since it exists between tbeptedicates (or indicators) applying
to the nominalizations as stated in Constraint 3a.

140 1n fact, one could claim that copredications aceually discourses that are reduced and could be
paraphrased, like, for examplBie Absperrung besteht aus 100 Teilen. Das Abspgsereignis hat
zwei Stunden gedauerfThe obstruction consists of 100 parts. The alesion event has taken two
hours.’
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Constraint 3a
The first and the enriched indicator must contbpitoperties that stand in
a coherence relation (predicate coherence)

The term “coherence” might seem just as vague asdhg’'s “noteworthiness” and in
fact they describe similar things (we could as veddim that it is “noteworthy” for a
flaky painting that it was done with old oil paintlowever, | will not use the term
noteworthiness since it originally was claimed xesebetween indicator and noun and
only describes one direction of transfer betweem demains (for example, as shown in
6.2, properties of a driver are not noteworthy ieg car). This is not the case for
deverbal nominal readings, where the event promentyexplain the result property, and
also vice versa.

Instead, | base my term “predicate coherence” ugorestablished term in discourse
analysis (e.g. in Kehler 2004 and Asher & Lasca&i®03): a “coherence relation”,
which can come in different forms, is assumed tcstekRetween sentences as for
example in (278) if we continue with the a.-sentemtcontrast to b. (both taken from
Kehler 2004: 241).

(278 George W. Bush wanted to satisfy the right wingisfparty.
a. He introduced an initiative to allow governmentding for faith-
based charitable organizations.
b. ?He smirked a lot.

Kehler states, that a coherent rhetorical relationthis case called “result”, exists
between the acceptable pair of sentences and kimatrelation requires “that a

presupposition be satisfied, specifically that gaweent funding for faith-based

charities is something that the right wing of Bisparty wants” (ibid.: 241). He also
shows that coherence is used to explain all kinfdBnguistic phenomena linked to

discourse structure, for example pronominal refegeas in (279), where the pronoun
will always be assigned the referent that licermesxplanation relation between the
two parts of the sentence.

(279 The city council denied the demonstrators a pebecause
a. theyfearedviolence.
b. theyadvocatedriolence.

I will transfer and modify the concept of coherefaecopredication cases, for which |
assume that the relation does not exist betweerséntences, but between the different
predicates applying to one nominal form. Conseduehtissume that these predicates
do not have to indicate the same reading, but tawassign coherent properties to the
nominal. If this assumption is right, it should thdbr the acceptable examples (as yet
not checked for coherence) from sections 8.1 aBd|8will clarify the considerations
about predicate coherence by rethinking some ohthe
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In discussing the examples given so far in thisieecl have often used the expressions
that a property “explains” something or “gives asen for” a second property, for
example, and with reference to (276), when the gntgpf an object to consist of many
parts explains why the event to construct it tod&rey time. This correlation is similar
to Kehler's discourse coherence relaticause-effec{based on Hume 1955), which
requires that a “path of implication” (Kehler 200247) can be identified. We can
establish this path in different directions and dopredication with deverbal nominals,
which means that either the characteristics oetrent explain the characteristics of the
result or the other way round, as we have seenxamples (276) and (277) repeated
here.

(276) Die [aus Uber 100 Teilen bestehepdepbsperrung [dauerte zwel
Stundengy,.
‘The obstruction consisting of more than 100 peotk two hours.’

(277) Die [abblatterndgjo Bemalung [war mit alten Olfarben durchgefiihrt
wordenty,.
‘The flaky painting has been done with old oil gdin

For (276), | assume that the obstruction took twork (to construct) because the object
consists of many parts, but not that the objecsist® of many parts because the event
took two hours. In contrast, in example (277), ¢tharacteristics assigned to the event
explain the property of the result object, i.e. ffanting is falling off because it was
done with old oil paint, and not the other way rédun

In terms of discourse coherenceause-effectexamples where the causing event
precedes the caused circumstance are called “rESlKehler 2004: 247), and if this
order is reversed it is called an “explanation” ljkeg 2004 and Asher & Lascarides
2003), where the second sentence provides therrdéasthe first proposition as iMax
fell. John pushed him These cause-effectsubgroups (result and explanation)
differentiate which information comes first in treentence, the explained or the
explaining one. | will further subdivide these twooups for deverbal nominals with
respect to the question, whether the result pregseexplain or motivate the event
properties (“result motivated”) or vice versa (“avenotivated”). In addition, we have
result—result copredications as in (280) and (28&hich are necessarily result
motivated, but can also vary in their order oftilve predications.

(280) Die [durchgestricheng) Messung ist [ungenaid.
‘The crossed out measurement is inaccurate.’

111 will not use the notion of “narration” from SDRfBr these examples, since it only hints at the
temporal relation rather than at the additionalultative relation that these copredications involve
However, we find examples where the narration imtas sufficient as we will see.
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(281) Die [ungenaugk Messung ist [durchgestrichew)
‘The inaccurate measurement is crossed out.’

However, we have to distinguish between two thitigs:result relation that is built into
deverbal -ung nominals, i.e. the relation between the event aesult readings
themselves, and the coherence relation “resultiveet the two predicates, which
corresponds to the result relation assumed betwertences in discourse coherence.
On the one hand, one of the coherence relatioaeady lexically inscribed into the
-ung and supports copredication in general: As we rsaen in 8.1, the resultative
feature is crucial for copredication, since it hiees predicate transfer between events
and objects that, for example, do not share angrddatures. This built-in coherence
relation also distinguishesing nominals from other deverbal nominals lilerei and
-er, which categorically do not allow copredicatiorf. (2.3), and resultativeung
readings from participants — the latter can alseendoe part of a copredication (cf.
8.1). Accordingly, by drawing on discourse termow, | can now explain the
peculiarity of the resultative feature in the gndlable 10: Resultativity corresponds to
a coherence relation, whereas the other featuee<laracteristics of the categories
themselves and correlate with selectional restmstiof the indicators.

On the other hand, we have a predicate coherefagorewhich can additionally be
established between the different predicates thgtlyato the nominalization as
exemplified in this section. Here, it is rather gemantic content of the indicators that
establishes a result relation in context; and ey®operties can result from result
properties or vice versa as we have seen. To axmitlsion between these two very
similar resultative relations, | will call this pleate coherence relation
“consequence®? As a result, we have four combinations for ttissequence relation
which concern the order (cause or consequence éinst the causing source (event or
result motivated), as summarized in Table 12 f@ngvesult pairs.

Causing source Order Explanation

Event motivated Consequence The event property introduced first
motivates the property of the result

Result motivated Consequence The result property introduced first
motivates the property of the event

Event motivated Explanation The event property introduced second
explains the property of the result

Result motivated Explanation The result property introduced second
explains the property of the event

Table 12. Predicate coherence relationsaafse—effect

12| follow Asher & Lascarides (2003) in that theyrrte causation relations between sentences
“explanation” if the causing event follows the cadsevent, but | substitute the relation “result” by
“consequence” if they appear in reversed order.
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I will show that these relations hold for the adedye examples in 8.1 and 8.2, e.g. for
(255) and (256), and that this fact contributed ttee acceptability of these
copredications (in addition to the lexical semantid the indicated readings and the
structure they appeared in). A measurement eventigmihsam'cumbersome’ as in
(255) can lead to a precise result due to thisathearistic, assuming that five decimal
places is a lot, that is, if the predicate cohegeiscguaranteed by an event motivated
consequence. If such a predicate coherence isimeih,gas | assume for (282), the
example becomes less acceptable.

(255) Die [mUuhsame] Messung ist [auf funf Stellen genay]
‘The cumbersome measurement is accurate to fiviend¢places.’

(282) 7?Die [unvorsichtige}y Messung ist [auf funf Stellen genay]
‘The careless measurement is accurate to five deciraeép!

For example (256), | assume that the result obwavation is something special, since
the event was so complicated and that somethingjaddee. worth extra effort) is also

worth being displayed at a museum in contrast ibwere just described as legal, as
shown in (283). Hence, the acceptable examplessat event motivated consequence.

(256) Die [komplizierte]y Ausgrabung ist [im Museum ausgestgt]
‘The complicated excavation is exhibited in the surs.’

(283) ?Die [legaledy Ausgrabung ist [im Museum ausgestglt]
‘Thelegal excavation is exhibited in the museum.’

In (255) and (256), we cannot paraphrase the sesseby using decauseaelation,
since it will be odd to say that a measurementcu@tebecausat was cumbersome,
but as the unacceptable counterparts show, thesaathristics of the event still make a
difference: | suggest that they “contribute” to tmentioned property of the result or
qualify for this property. | have made the assumpestlicate coherence relations explicit
in the metalanguage by paraphrasing the senteeagspy describing consequences
with becauseHowever, they can also be expressed explicitiheobject language by
discourse particles as egpmit‘hence/therefore’, like in (84), which is a realbenple
from Chapter 4.

(84) Nur wenn man die genaue Bezeichnung des Videmsgskennt, kann
man abschlieend sagen, ob die [vorliegensi®)essung [regelgerecht
durchgefuhrt}y, wurde und somit [verwertbag] ware.

‘You can only tell whether the measurement at haas conducte
regularly, and is hence \ake, if you know the precise name of the vi
system.’
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In (84), the property assigned to the measuremeente namely being conducted
regularly, causes its result to be usable andciimsequence relation is emphasized by
somit‘hencel/therefore’.

These coherence relations are based on our expestabout the world and, here,
specifically on consequences therein. These exji@tsacan also be violated without
making the example incoherent and thereby unadaleptsince the violation itself can
correspond to a coherence relation: If we infer stiing from a proposition, which is
not normally the case, this is called “violated ecgation” in discourse coherence
(Kehler 2004). With regard to copredication, thepestation concerns predicate
coherence between an event and/or result indic#tovs, for example, assume that a
result object that is very well-done took a lonmdi to make. This expectation is
violated in example (284), which makes it odd, ltus met in the result motivated
consequence in (285).

(284) ?Die [schlecht gemachtg] Falschung [dauerte lang®]
‘The badly done imitation took a long time.’

(285) Die [tauschend echtg} Falschung [dauerte langg]
‘The deceptively real-looking imitation took a lotigne.’

However, we can still make example (284) cohernénte make this violation relation
explicit in copredication examples. This can be oawglished by adversative
conjunctions likeaber ‘but’ or concessive conjunctions likebwohl ‘although’ or
dennoch/trotzdertstill, yet’ licensing this violation by making ixplicit, as in (286)—
(288).

(286) Die [schlecht gemachtg) Falschung [dauertieotzdem langel,.
‘The badly done imitatiostill took a long time.’

(287) Die Falschung [ist schlecht, obwohl sie [lange gedauert hat}
‘The imitation is badly donelthough it took a long time.’

(288) Die Falschung [hat lange gedaugyi] aber (sie) ist [schlecht
gemacht}o.
‘The imitation took a long timeyut (it) is badly done.’

Hence, the subordinating conjunction wiat is not only structurally preferred (cf.
8.2), but also because it makes a coherence mlatplicit, namely the violated
expectation. Such a coherence relation betweemntheators can also be established
for example (50) repeated here, for which | haveuased a correlation between the
tediousness of an event and its result being oustg and hence worth much money
(event motivated consequence). This correlatiamotsgiven in (289), but the predicate
transfer can still be motivated by making the Miola explicit as in (290).
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(50) Die [langwierige}y Ubersetzung [brachte mir viel Geld gis]
‘The tedious translation earned me a lot of money.’

(289 ?Die [einfache]y Ubersetzung [brachte mir viel Geld gip]
‘The easy translation earned me a lot of money.’

(290 Die [einfache}y Ubersetzung [brachte miennochviel Geld einko.
‘The easy translatiostill earned me a lot of money.’

In marked cases like (284) and (289), predicatee@ite is not given between the
indicators, since they violate our expectationsualevents and their results in the world
and also because they do not establish a cohamation relation.

Hence, even if examples satisfy Constraint 1 arttie; can still be odd due to the lack
of predicate coherence between their indicatorsiv€rsely, Constraint 3 (predicate
coherence) cannot compensate for the violation @fis@aint 1 (reading indicators
involved), which is another proof that example® I{R28) are odd, because they violate
Constraint 1, which is more powerful than predicadberence or structure (cf. section
8.4, where | will weigh the constraints againstreather).

(228) ?Die Verwaltung [ist luckenlggy und deshalb [schon im
UrlaublcorLecTive:
‘The administration is complete/seamless and foere already on
vacation.’

The reason for the administration personnel belrgpdy on vacation is given here in
the first part of the sentence: Their work did hate any missing parts and hence they
did not have to rework something or the like. Tlaeigal advertdeshalb‘therefore’
emphasizes the relation between the reason andahsequence. Hence, a lack of
predicate coherence cannot be the reason forxhmm@e being odd and, like constraint
2, the predicate coherence constraint only plag@eafor examples that do not violate
the constraint on the combinations of reading iaidirs.

The following examples in (291) from Asher & Pustgjky (2000) will however
emphasize again that the oddness of certain caatgahs does not always have to do
with the combination of reading indicators (the lartation mark stands for oddness,
indicator marking by myself).

(291) a. The Sunday newspaper [weighs 5d&dicaL osiectand [documents in
depth the economic news of the wegk]

b. 'The newspaper [was founded in 1&fZnisation and [weighs 5
IbS]PHYSICAL OBJECT
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In the a. example, we assume a correlation betweeridepth” of the information in
the articles and the weight of the newspaper, siniepossible that much material is
needed to represent all this information. Accordimg\sher & Pustejovsky (2000), the
b. example is odd because of the readings involphgsical object and organisation),
but if we consider the following example, it becarabvious that we can establish a
coherent relation between the indicators to licgoredicate transfer as shown in (292).

(292) The newspaper [was founded in 18#&anisation and is [still typed in
SutterlinprysicaL oJecT.

SinceSitterlinis an old type font, the foundation year of thgamization explains the
layout of the physical object. As we saw in (22&)owee, in cases with really
incompatible readings we cannot improve the exantpleestablishing a coherent
relation between the predicates. Therefore, | cidiat the differences in acceptability
are not due to the readings involved, but depengredicate coherence here as W2ll
which means we always have to establish a cohestation and a suitable structure in
order to test why an example is odd (cf. 8.4).

Before | come to another predicate coherence oslatl will give a final result
motivated consequence example in (293) which shihas we can have the same
reading indicators combinations in two sentences that it depends on their content,
whether predicate coherence is given and whetlegligate transfer is hence licensed or
not.

(293) Die [beschadigtel Plakatierung...
a. [musste wiederholt werdeg]
b. #[dauerte langgy.
‘The flawed billposting ...
a. had to be repeated.
b. #took a long time.’

If we continue the sentence with the a. version,haee a motivation for the second
predicate: the billposting has to be repeated lsrthe result is flawed. This is not the
case for the b. continuation: Here, the billpostisgot flawed because it took a long
time nor did it not take a long time because ftasied, which means that we do not get
a consequence or explanation relation.

“3psher & Pustejovsky (2000: 7) shortly mention camee aspects, but do not go into details there.
They assume them for the reading combinations thkees, which should then be unacceptable in every
context: “we believe that this [the oddness ofribaispaper example, RB] has to do with the factdbat
objects make reference to coherence relationsatieagssential to structuring discourse. And sorsesa
of copredication are incompatible with the discewsucture implicit in the dot object.”
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However, another discourse coherence relation ¢hat exist between predicates in
copredication is temporal, but not consequentiadgianatory. In these cases, we still
have the lexically built-in coherence relation (#sbetween event and result readings,
but the equivalent coherence relation betweenvibbandicators is not necessarily given
(consequence or explanation). Asher & Lascarid€®3p claim that in a discourse
where two events are reported, the event that retioreed in the first sentence happens
before the event in the second one if the two evetdnd in a rhetoric relation of
“narration” (e.g.Max stood upJohn greeted himin line with Grice’s maxim “be
orderly”. Similarly, in copredications with an exeand a result, we can have a narration
structure, as e.g. in (294) from the last sectidare, an event is introduced with an
indicator in the past tense coordinated with a idgtson of what happens to its result
without an explicit consequence relation involvedween the indicators.

(294) Die Ubersetzung [hat ein Jahr gedaggrtind kann nun endlich [gedruckt
werdenjg.
‘The translation has taken one year and can firdlprinted now.’

It is clear that the abstract result of the traim@tacame about by the event, but as far as
the two predicates are concerned, the duration doegive a reason for (or contribute
to) the characteristics of the result: Hence, weno& paraphrase this sentence bhée
translation has taken one year and can thereforpriged nowor ?The translation can
be printed now, because it has taken one y8tlf, examples like these seem coherent,
even more so if they involve a personal attitudeatals what is happening to the result:
The utterance of the event’s duration is motivatethis case by the second statement
expressing relief, since there is finally a reghdt can be printed and thereby, it is
considered justified to utter the event’s durafittiThis is not given in (295), where we
do not have a coherent correlation between thep@vts, which consequently makes the
example odd.

(295) ?Die Ubersetzung [wurde von Paul ubernommenind kann nun
endlich [gedruckt werdegg.
‘The translation was undertaken by Paul and caallfirbe printed
now.’

If we coordinate two temporally disjoint indicatpthe copredication is interpreted as
involving a narration relation and the coordinatisith und ‘and’ as a sequencer(d
dann/jetzt‘and then/now’) rather than as parallelism (foraewle with two result
indicators in the present tense). However, | sugted it is preferred to have a reason
why we use the two competing predicates for oneinainfiorm. The expression of an
attitude towards what is happening to the resuitatao improve example (296) to yield
the acceptable (297).

144 The idea of justification is inspired by Sandet997), who uses it for examples liktheo was
exhausted, because he was gasping for brdagne there is no cause involved, but rather @rpedic
speech act of justifying this utterance.
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(296) ?Die [umstandliche], Bestellung [wiegt 2 kgl.
‘The cumbersome order weighs 2 kg.’

(297) Die [umstandliche), Bestellung [wird endlich verschickg.
‘The cumbersome order is finally being sent.’

If we know that an order is cumbersome, why shahisl imply a special weight? The
sentence seems to be incoherent in this case. Howev(297), we can similarly not
say that the result object was finally sent becd@usas cumbersome. We rather express
something about the characteristics of the evecause we want to motivate our
attitude (something like impatience) towards wisatappening: | express that it is good
that the order could finally be sent after all, dnese the event was cumbersome. In
addition to consequences and elaborations, we lihus a third predicate coherence
relation named “narration”, which often involves ripdes justifying the given
information** If a copredication with events and results is aat#n, it still involves
the inherent result relation between these readibgs no cause-effectcoherence
relation established between the indicators. Irtresty a narration relation in discourse
is strictly temporal.

What | have shown so far in this section is thadprate coherence plays a crucial role
for copredication with deverbal nominals and thagxists between other parts of the
sentence than noteworthiness did in Nunberg’'s ad¢camamely between the indicators
themselves and there not only between the domamg indicate, but between their
content. Consequently, copredication cannot onlythmight of as being possible
because of special lexical entries for these nolmatsons or the like, but also depends
on pragmatic principles and constraints. Besideis, ielation of coherence does not
always exist between the specific indicators peCs#erence is a general principle that
can be established between the indicators by diftaneans, but also on other levels, as
we will see in the remainder of this section.

In the above examples, we had events with certaopguties for which we could use
result properties (by applying predicate transfert only if they were related by a
coherence relation based on the content of thecatmlis. Coherence can also be
conventionalized in lexical semantics, whereby, &tample, the result coherence
relation is built into the lexical semantics-oing nominals and thus qualifies them for
copredication. In addition, there are also conjiomst that make coherence relations
explicit because of their meaning, as e.g. in #eofaber ‘but’, which can indicate
violated expectations @omit‘hence, therefore’, which can indicate consequences

145 Not all discourse coherence relations can be fesnesi to copredication. | will, for example, not
consider “elaboration” and “background” (cf. Ash&rLascarides 2003), since the former describes
overlapping events, which does not constitute atipadion, and the latter the overlap of an evemt an
state, which is also not possible for event andltastate readings of deverbal nominals (cf. saci®).
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However, there are not only conjunctions that iathca coherence relation and deverbal
nominals that have a result coherence relatiort g their semantics. | assume, that
there are certain indicators that can establister@rite between events and results
simply based on their semantics: Event indicatlks, sorgfaltig ‘careful’, aufwendig
‘elaborate’ andprazise ‘precise’, generally have very strong implicatioftg their
results independent of a special context, thabispredicate coherence. If you for
example do a measurement or a listing in a preafseareful way, the results will
necessarily be precise, too: Hence, we might neth e@ecognize examples like (298)
and (299) as copredication.

(298 Die [prazisegy Messung [liegt auf dem Tisgh].
‘The precise measurement is on the table.’

(299 Die [sorgfaltigefy Auflistung [liegt auf dem TisclRb.
‘The careful listing is on the table.’

Still, we can also add predicate coherence by usuitable indicators here, so that
event and result properties motivate each otHex,iii (300) and (301).

(300’ Die [prazisegy Messung der Studenten wird im Aufsatz des Professo
[verdffentlicht]ar.
‘The precise measurement of the students is gainget published in
the professor’s paper.’

(301 Die [sorgfaltigefy Auflistung der Daten ist [zeitaufwendig] und
[umfasst viele Seiterp.
‘The careful listing of the data is time consumenyd comprises many
pages.’

Moreover, we can wrap something, e.g. a preseaboehtely, and then its result, the
wrapping, will also be claimed to be elaborate dsiit was done in an elaborate way
and hence might also look like that), as showrBi2j.

(302 Die [aufwendige}y Verpackung [war nach 5 Minuten zerrissen/landete
schlielich im Mullke.
‘The elaborate packaging was damaged after 5 nsfarded up in the
trash.’

Other event indicators such asgwierig ‘tedious’ can also have implications for their
results, which depend on our expectations abouwvtrl as in (50) repeated here.

(50) Die [langwierige}y Ubersetzung [verkaufte sich millionenfagh)]
‘The tedious translation sold million-fold.’
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The difference between the implications of predisatike préazise ‘precise’ and
consequence relations (not conventionalized ins#maantics of the indicator itself) as
in (50) is that the former are not defeasible: Vda tnagine doing something tedious
without accomplishing an outstanding result, betr¢hs no way in which we could e.g.
do a measurement in a precise way without its redsb being precise, as shown in
(303).

(303’ Die Studenten mal3en sehr prazise. #Die ungenag@bikisse wurden
dann trotzdem im Aufsatz des Professors verofighnitli
‘The students were measuring very precisely. #Haedurate results
were then still published in the professor’s pdper.

This behaviour sometimes makes it even hard togwdgich readings these predicates
actually indicate, since they are conventionallgdutor both readings: If we e.g. read a
phrase likgorazise Messunfprecise measurement’ in isolation, both readwgsild be
similarly prominent (wheredangwierige Ubersetzunigedious translation’ is only seen
as an event). However, | assume that they areestéht indicators: a wrapping as a
result object cannot be elaborate per se and shdtref a listing cannot be careful in
itself.1*° The results could at least look elaborate or ateurithout having taken much
effort, but they cannot actually be elaborate @usate: they must have acquired these
characteristics through the way they came intode€lie same holds for the negative
counterparts of such examples, lilksehlampig ‘negligent, sloppy’ or ungenau
‘inaccurate’ etc.

As | have shown, these modifiers support preditaesfer between events and their
results since they have conventionalized the colherdation between them, namely
that the event properties they denote generalle lsiong implications for the result.
Roldeutscher & Kamp (2010: 15-16) claim that thare examples “where the
adjective must be analysed as a predicate of taete@wven when the nominalization is
given an entity-reading”. They give examples lgk®@be Schatzunfjough estimation’
or eilige Meldung‘urgent message’, which they paraphrase as “rqugstimated
value” and “speedily reported message”. As showny explanation for this
characteristic is that the coherent result relatsooonventionalized for these adjectives
and supports copredicatiofl. In future research, these phenomena should also be
compared to Kratzer’s (2000) target state parigss irschlampig gekdmmsloppily
combed’, where she assumes that the manner adaklampig ‘sloppily’ cannot
modify statives and must hence be able to applgrbdhe participle becomes stative.

146 We could e.g. not say RPas aufwendige Geschenkpapiéire elaborate wrapping paper’. Besides, if
we can combine these predicates with simple nounishvare not eventivper se we recognize that they
also refer to an event related to that noun, asreler prazise Texthe precise text’

147 However, they would not assume predicate transfer,rather that the adjective can still take the
underlying event as an argument, even thoughintéspreted as denoting an entity, i.e. the eveatling
would not be eliminated. Here, the question remahiieen it is possible to “look” into the structumad
when not.
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| have shown so far that predicate coherence dhpregxist as a relation between the
two predicates in copredication based on theirckExsemantics and world knowledge,
and/or be built into the semantics of one indicattowever, there is another possibility
to establish a kind of “spontaneous” coherencetiogicbetween the indicators, which
requires knowledge about a wider situative conéext more than just lexical or world
knowledge about the two predicates in the sentenogext. If predicate coherence is
not given within an isolated sentence, there caiiltl be a specific wider context or
situation in which it is established. Let us reddesthe following example for which |
have assumed that there is no correlation betweematerial of an obstruction and the
duration constructing it:[Me Absperrung aus Holz dauerte 2 Stunt@Eme obstruction
made of wood took two hours’. Although a speciakemial does not tell us anything
about whether it has taken long to establish ijeatbwe might be able to think of a
situation where this is indeed the case: Imagioegkample, a context where we have
two groups of people who both have to build an rolosibn, one with metal and one
with wood. We could well contrast the two groupsrthby uttering (304).

(304 Die Absperrung aus Holz dauerte 2 Stunden, didvaaiall nur eine.
‘The obstruction made of wood took two hours, tme drom metal
only one.’

Here, we have a contrast between the two matexiserning the duration of the event
and the intention to differentiate them motivates topredication here. In this specific
kind of context, the contrastiveness can be empbddiy a restrictive relative clause,
as in (305), which usually does not make a diffeesior acceptability, as | have shown
in section 8.2.

(305 Die(jenige) Absperrung, die aus Holz ist, dauerg&unden.
‘The obstruction that is made of wood took two four

As an alternative to such a contrastive context,cagld imagine that an obstruction
made of wood takes so long because we know ththisncase it does not have ready-
made parts, but has to be sawed into the righepiécst, or similar circumstances, that
allow us to establish a coherent relation (resutivated consequence) between
material and duration by adding more specific situral knowledge.

I will try to construe a suitable situation for @ner incoherent example from above: In
example (296), the weight of the parcel does netnst be coherent for this kind of
event per se, but, again, we can create a situgtishich this holds.

(296) ?Die umstandliche Bestellung wiegt 2 kg.
‘The cumbersome order weighs 2 kg.’

If we think of an order that normally gets wrapped special kind of bag before it is
delivered and this bag cannot hold more than 1theg,weight could tells us why the
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order was cumbersome: We can imagine, for instathe¢, maybe you could initially
not order the item online because the system revegrihat it was too heavy for the
bag, then you would have called there etc. antierend they might have found a way.
In this case, there would be a correlation betwbenveight of an item and the special
kind of process ordering it.

Another odd example, (295), that can be licensed fyyecific context is repeated here.

(295) ?Die Ubersetzung [wurde von Paul gemaghtind kann nun endlich
[gedruckt werdenk.
‘The translation was done by Paul and can finalypkinted now.’

If we have the more specific information, for insta that Paul is someone who is
always very slow in translating texts and everygaes impatient about that, we get a
coherent relation between the two predicates, simeénformation about the event (i.e.
the characteristics of its agent) explains theuaté towards its result. However, this
information is not established between the lexseahantics of the indicatoper se

Obviously, these wider contexts are very peculiad &onstrued. The question is
whether we really can create a special situativeetaiion between the indicators that
does not exist without these further pieces of rimftion licensing the predicate
transfer. In a questionnaire on these phenomerapl@ealid not judge examples like
these within an already given, suitable contextebethan in isolation (cf. Weiland
2009). On the other hand, another small group opleel asked orally to construe their
own contexts in which they would accept these exaswwere able to do that. In future
work, it should be checked with a larger group Wwbketthe participants can come up
with such context, which they themselves judge piate#e. For now | assume that such
contexts exist in principle, but might not alwaysdasy to find and can at least improve
sentences like this if they involve reading indicatthat do not violate Constraint 1.

As we have seen, predicate coherence plays a kral@an licensing predicate transfer
in copredication. It can exist or be establishedddferent levels: This shows that the
reader really tries hard to establish coherences different levels correspond to
different extents of effort needed to accompligh:th

e It is built into the lexical semantics of deverbahg nominals, which can refer
to events and to their results, which in turn eeabthem to appear in
copredication.

e It can be conventionalized, as in the case of evashtators likesorgfaltig
‘careful/diligent’ and prazise ‘precise’, i.e. an event modified with these
indicators will always have coherent implicatiors fts result and supports
predicate transfer.
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» It can exist between indicators based on their s¢insaand/or world knowledge
about their correlations; this means that we hayeetations with respect to a
specific nominalization where the specific kindeoent tells us something about
the specific kind of result. Moreover, conjunctiosisch asaber, somit (‘but,
therefore’) can make these coherence relationsicétxgle. they function as
coherence markers.

* If there is no such correlation between the indicsgtit can sometimes be
established or coerced through a wider contextis Tdpecial context then
suggests a situative coherence relation betweendneztors.

These assumptions are summarized in the extenaetramt 3b.

Constraint 3b

Predicate coherence must either be built into #mastics of a specific
indicator, or it must be based on correlations ketwthe indicators or it
must be situatively suggested by contextual knogéed

How strong the coherence relation is depends osetthevels. If it is built into the
semantics, it is a causal relation that should holtbunterfactuals as shown in (306): if
an event is precise, for example, its result magtrecise, too.

(306 Wenn die Messung (das Ereignis) nicht prazise gewegre, wére sie
(das Resultat) nicht prazise gewesen.
‘If the measurement had not been precise, it (#salt) would not have
been precise.’

However, predicate coherence relations betweenimdizators are not causal, since
they are not stable in counterfactuals, as show30@): They depend on expectations
about the world, which could also be satisfied theoreasons.

(307 #Wenn die Ubersetzung nicht langwierig gewesen wkiédte sie sich
nicht millionenfach verkauft.
‘If the translation had not been tedious, it woualst have sold a million
times.’

(308 #Wenn die Ubersetzung sich nicht millionenfach waefk hatte, ware sie
nicht langwierig gewesen.
‘If the translation had not sold a million timaswould not have been
tedious.’

There could be other reasons why the translatiensioéd so often, that means if the
event was not difficult it is not necessarily these that the book does not sell well.
Consequently, these relations are contingent, sineg hold in some, but not in all

worlds. Still, | have shown that examples whereangenot immediately able to imagine
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such a coherent relation between the predicatedeaseacceptable and need a very
specific context to license predicate transfethkse cases, the coherence relation is not
actually asserted by the speaker, but rather edeoy the hearer. However, the speaker
can make these relations explicit by introducingpherence marker such as esgmit
‘hence, therefore’ like in (309).

(309 Die Messung wurde [regelgerecht duchgefighrtjund ist somit
[verwertbarhg.
‘The measurement was conducted regularly andriséhasable.’

Here, the consequence is asserted and might henoete stable, since it would be odd
to cancel this relation in the next sentence byngpyDass eine Messung regelgerecht
war heil3t aber nicht, dass sie auch verwertbarT$tat a measurement was regular
does however not mean that it is also usable’.

In this section, | have shown that apart from thading indicators involved and their
position in the structure of the sentence, theipatels used in copredication must stand
in a coherence relation to each other and cannabb®ined arbitrarily. My account
draws on discourse coherence relations that egistden sentences and | have shown
that they can be transferred to copredication ctssascount for exceptions. Moreover,

| have exemplified different types of predicate e@nce and different levels on which
it can be established. In the following sectionyill compare the different constraints
introduced in this chapter to show how they inteypland finally determine the
acceptability of copredication.

8.4 Weighing the constraints on copredication

When | described the constraints in the precedangians, | argued that some are more
powerful than others, since we sometimes cannotpeosate for the violation of one
constraint by satisfying another: For example, whken combine two incompatible
reading indicators (Constraint 1), but satisfy jraté coherence as in (228) (repeated
here), we still do not get an acceptable examphayropinion, whereas | would be able
to accept a marked construction (Constraint 2) satisfies Constraint 1 and is
coherent, as shown in (310).

(228) ?Die Verwaltung [ist lickenlogg und deshalb [schon im Urlawg) | .
‘The administration is complete/seamless and tbesefalready on
vacation.’

(310) ?Die Ubersetzung [ist schlecktjund [mit Korrekturen uberséa., .
‘The translation is bad and strewn with correctibns
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These subtle differences show that there are hatdsaft constraints for copredication

that must be weighed accordingly in order to be ablpredict the right copredication

examples. Consequently, | assume that acceptabdityesponds to a continuum with

acceptable and unacceptable examples as the exwaoes, but also with a scale of
better and worse examples in between. The quesstioaw do native speakers actually
judge copredication examples that violate diffei@nistraints? To answer this question,
empirical data will have to be collected and anedlys a task that is left for future work.

Still, I will formulate my predictions on how thesults of such a questionnaire could
look like in this section, starting with Constraiint

Constraint 1
Copredication requires positive feature sharing/@nd resultative relation
between the indicated reading categories

Reading indicator combinations provide a hard gandtin my opinion: A violation of
Constraint 1 cannot be neutralized by the satisfacof other constraints, as my
acceptability judgement for (228) has shown. Thstrifiution of nominalization
readings into the event, its results and its p@drts is mirrored by this constraint and
it shows that we cannot combine indicators for sbimg that is involved in the event
with indicators for something that comes abouttbyAithough this is a hard constraint,

| have shown that there are intermediate casegndiépg on the extent of resultativity
involved in objects, that might be judged betteantithe clear participant cases and
worse than the clear result cases. | believe,tthatemphasizes the decisiveness of the
coherent resultative relation built into the senendf deverbalungnominals.

Participant readings and events are hence morgamstic (cf. Cruse 2002) than
results and events; they cannot be unified with élient or other members of their
group. This seems to be a general constraint feertbal nominals, sincesr and-erei
nominalizations do not participate in copredicatather: their readings also denote
participants in the event and are antagonistic Zc3). Hence, Constraint 1 must be
observed to license predicate transfer. Let ustoowto Constraint 2.

Constraint 2a
Coordinated conjunction between the competing atdis impedes
copredication

Constraint 2b
The competing indicators should appear in diffefertns

Constraint 2c
In event-result combinations, one indicator halsadaemporally disjoint if
the result comes about by the completed éVént

148 This is always the case for result states, alistesalt values and relations, created result dbjend,
under certain conditions mentioned above, alsodsultative means and modifications.
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The structural Constraints 2a and 2b constituté cmfistraints in my opinion, since

subordination and/or the use of different indicdtoms simplifies copredication, but if

we do not adhere to this preference, examples donecessarily come out totally

unacceptable as long as we adhere to Constrafitt is.a hard constraint for event and
result combinations: We must have temporal disjon¢ctno matter in which structure,

since event and result cannot coexist, as sho8ilih)—(313).

(311) Die Ausrichtung der Antenne [war kompliziggtlund [ist jetzt perfekfs.
‘The alignment of the antenna was complicatediamerfect now.’

(312) Die Ausrichtung der Antenne [war kompliziest] aber dann doch
[perfektls.
‘The alignment of the antenna was complicated tten perfect.’

(313) ?7?Die Ausrichtung der Antenne [ist komplizieyt]aber [perfekis.
‘The alignment of the antenna is complicated,dmrfect.’

This behaviour mirrors the preference to keep tiféerédnt domains involved in
copredication examples apart, e.g. by structu@liemporally disjoining them or even
by giving one of the indicators its own languagetarial, as in anaphora cases.
Constraints 2a and 28§ are hence soft constraints that support copreditabut only

if Constraint 1 is adhered to.

Constraint 3 contributes to the acceptability gpremlication cases in that it motivates
the use of two competing indicators for one nomfoah.

Constraint 3a
The first and the enriched indicator must contebpitoperties that stand
in a coherence relation (predicate coherence)

Constraint 3b

Predicate coherence must either be built into #masitics of a specific
indicator, or it must be based on correlations leetwthe indicators or it
must be situatively suggested by contextual knogéed

Predicate coherence, which exists on differentléev@ems to be a hard constraint,
since we try hard to establish it in any case. Keli2004: 242) notes on discourse
coherence: “The fact that hearers are driven taatigentify such explanations is itself
evidence that coherence establishment is an inakapcomponent of discourse
interpretation.” Predicate coherence can improvang{es that do not adhere to
structural Constraints 2a and 2b, but | do notkhimat it can compensate for the

149 However, constraint 2b is stronger than 2a in nzases, depending on the two indicator forms: two
adjectives might be much more acceptable than élative clauses.
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violation of Constraint 1: For example, we cannoinbine two incompatible reading
indicators, even if they stand in a coherent refatas in (228) above, where the
consequence relation is even made explicit by thieelence marking conjunction
deshalb‘therefore’. Moreover, it cannot rescue event eggllt indicator combinations
that are not temporally disjoint.

Based on these constraints for predicate transfecopredication examples, | will
formulate the following rule for copredication witleverbal nominals, which includes a
weighing of the constraints and will have to bevei by empirical data of other native
speakers:

Rule for copredication with deverbal nominals

We can apply a predicate x normally applying to emtain domain A,
available for the nominalizatioa, to another domain B indicated by a
predicate vy, iff the two domains share at least sgr@antic feature and/or
stand in a resultative relation. Moreover, predicat and predicate y
applying to nominalizatioa have to stand in a coherent relation, established
by the semantics of the predicate y, the correlabetween x and y or
through the situation. To facilitate copredicatigrand y should be separated
structurally by means of subordination or anaphpranouns, and have to
be temporally disjoint if one of the domains is ewent and the other a
result.

I will make this rule explicit with the already disssed example (255) repeated here. In
discussing it, | will show that this rule prediatdy this example is acceptable in my
view.

(255) Die [mUihsame} Messung ist [auf funf Stellen genagl]
‘The cumbersome measurement is accurate to figiendé places.’

We can apply the predicatuf funf Stellen genalaccurate to five decimal places’,
which normally applies to the domain of abstradutes (values) available for the
nominalization Messung‘measurement’, to the domain of events indicatgdtle
predicatemiihsanmicumbersome’ here, since these domains (eventsbsigiact results)
share at least one feature (here: being abstnagtytand in a resultative relation to each
other.

Moreover, auf finf Stellen genataccurate to five decimal places’ andihsam
‘cumbersome’ applying tdessung'measurement’ stand in a coherent relation, here
established by an event motivated consequence betivfeem, since such a precise
value might suggest that it was hard to establidte fact that these indicators are
separated structurally by using two different fornwg indicators fnihsam
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‘cumbersome’ is part of the DP, whidaf finf Stellen genaw@accurate to five decimal
places’ is part of the VP) supports copredicatiod @rovides temporal disjunction,
since one of the domains is an event and the athesult.

My predictions for questionnaire results on theeiplay between the different
constraints, which add up to acceptable or unaabépexamples, could be made more
explicit by a value range along the lines of Blu(@004: 103), who weighs different
factors influencing the acceptability of constroos with nominalised infinitives. She
assumes that if a constraint is violated, it cotoes deduction of points corresponding
to the “strength” of this constraint. If more thame constraint is violated, these
deductions are added up to form an end valueidfalue lies within a predetermined
value range of acceptability, the example is fiaeg since we do not only have one
acceptable value, we can also account for “betber"worse” examples that are not
totally out. For the constraints on copredicatiomdve stated here, | suggest the
following values in Table 13.

Violation of constraint Deduction of points
Constraint 1 (readings) -4

(resultative means involvedy (-1)

Constraint 2a (coordination) -1

Constraint 2b (different indicator forms) -2/-3
Constraint 2c (temporal structure) -4

Constraint 3 (predicate coherence) -3

Table 13. Weighing the constraints on copredication

The acceptability range should be determined asdmat O and —3, so that all examples
that have up to 3 deducted points or less are atideptable, whereby less deducted
points correspond to a higher acceptability. HoweWean example adds up more than
3 deducted points there is no such cline anymonese examples are simply
inacceptable then (analogous to Blume’s treatméat).example, a copredication that
involves incompatible reading indicators would gét in my opinion and is hence
unacceptable no matter whether it violates oth@staints or not, while an example
with compatible indicators, but no predicate coheeerelation between them is barely
accepted, but maybe marked with 3 deducted paanis $0 on).

As in Blume’s account (Blume 2004), these predidishould be empirically motivated

by questionnaires so that they correspond to indmtnjudgements — a task left for

future work in this field. Still, we already havist results of substudies that can be
used as a basis for this task: Weiland (2009), &ddilet al. (2010) and Featherston et
al. (submitted) provide empirical data that versigme of my basic assumptions, for
example on the influence of noteworthiness / pidiccoherence and the order of
reading indicators. They have also tried to corgftécts such as the relative fluency of

%0 As | have shown in 8.1, the acceptability of eveasult object copredications depends on the amount
of resultativity involved; examples with resultaimeans were judged worse by some speakers.
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the different readings of one deverbal nominalfqrered experiments to identify clear
indicators and discussed general issues of empsgiadies on semantic and pragmatic
phenomena.

I have shown in this chapter that copredicationsdonet only depend on a special
inherent lexical structure of the noun licensingliitis also constrained by different

factors concerning the reading indicators involvil position of the readings in the

structure and the relation between the indicatoontext. The constraints | have stated
depend on the context they appear in and on wonlowledge about correlations

between event and result properties. With thesstaants, we are able to predict the
right copredication examples and to improve an guoiby test (Cruse 2000, 2001) by

stating clear prerequisites for its application.



9. Conclusion

This work is a contribution to the field of meaningriation and disambiguation in
context especially with regard to deverbal nominalsich have been in the focus of
syntactic approaches for a long time now. The ntpiestions have concerned the
phenomenon of copredication, that is, contexts mmciv modifiers and predicates
indicating different semantic domains (events,estabbjects etc.) are simultaneously
predicated of the same nominalization. My main geas to cope with the issues of
composing these sentences by solving the mismathelen the competing indicators
and of constraining this mechanism to account lier variety of exceptions. | have
focussed onrung nominals in German since they display an extraamjirsemantic
flexibility and also because they are the only Garnmominalizations that allow for
copredication.

To be able to address the open questions conceintagpretation in context and
especially copredication, | first had to specife tvailable readings for deverbahg
nominals relevant for a semantic-pragmatic appro@hlkse do not only include events
and states, but also objects, agents and loca®isTable 1, repeated here:

EVENT Messungmeasurement’
RESULT STATE Verschmutzungpollution’
ABSTRACT RESULT| Ubersetzundtranslation’
RESULT OBJECT Erfindung ‘invention’

MEANS Laftung‘air-conditioning’
AGENT Bedienungwaitress’
COLLECTIVE Verwaltung'administration’
LOCATION Reinigungdry-cleaning’

Table 1. Categories aingreadings

The most extra-ordinary aspect of deveroaig nominals as far as their semantics are
concerned turned out to be the event-result aliemand | have identified a variety of
possible results that these nouns can denote sur@dagain in Figure 1.
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Resulf readings

/\

states abstract results result objects

relation/pattern information value

resultativity

Figure 1. Result readings farngnominals

These results depend on the event and differ vepect to how resultative and newly
created (through the event) they appear to be -‘raeacteristic that also influences the
licensing of copredication as | have shown.

To identify the different readings from Table 1unsmarized their characteristics in
Table 10, which correlate with the selectional nieBbns of predicates and modifiers,
so called reading indicators, which | have in tused to identify readings in context,
especially in copredication examples from a corpus.

Event | Result| Abstract | Result | Means| Agent/ Location
State | Result | Object Collective

Duration + + - — - - -
Dynamic + - - - — - -
immaterial + + + - — - —
resultative - + + + - - -
volitional - - — - - + -
cause even| — - - — + + -

Table 10. Categories farngnominals

To analyse these examples, | established a new puvietv on composition in

copredication cases (cf. Chapter 7). In contragitiher theories (e.g. Bierwisch 1989,
Pustejovsky 1995), | did not focus on the flexililof the noun alone, but emphasized
the role of the context and pragmatic principlesréin. | assumed that in such a
mismatch situation, where two competing indicatorsdify one token of a deverbal

nominal, we do not have to shift the nominalizatitself, but we can adjust the context
accordingly. This assumption was inspired by Nugisetheory of predicate transfer,

which accounts for situative contextual mismatchesveen a modifier and a noun in
particular, but also for copredication with simpleuns. According to this theory, we
can apply predicates normally modifying one dontaianother (mismatching) domain
if a salient relation between the domains existxohferred predicate transfer to
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copredication with deverbal nominals, assuming thatfirst indicator fixes a reading
for the nominalization whereas the second indicat@adjusted to the requirements of
this reading by enrichment.

The main unsolved issue concerned constraints ediqate transfer in copredication,
which has not been addressed in the literatureate th any detail and cannot be
explained by theories focussing only on the nodisibility: If the noun’s semantic
representation could predict copredication, a $enbun should allow for different
indicators in every context. | introduced constigifor copredication which concern the
positioning of the indicators in the sentence dstm& the reading indicator
combinations, and the relation between the proggettiey assign in context (cf. Chapter
8). In doing so, | demonstrated that we preferdegkcompeting indicators apart in the
sentence structure and, in some cases, they musirporally disjoined. Moreover, |
made clear that there are three groups of readiaged on the features in Table 10:
events, their results and participants in the evé&heir indicators cannot be freely
combined in copredication, but only if they belotogthe first two groups, which is
related by resultativity. | also found that the mdine-grained partition of result
readings | proposed (cf. 2.2) has grammatical effebe different categories of result
objects differ in the acceptability of copredicatiand temporal coexistence with the
event (cf. 8.1 and 8.2) and in whether they allbveme arguments with the result
nominal (cf. 3.2). Lastly, | demonstrated thatsitniot only decisive which readings are
indicated, but also which specific properties thesglicators assign to the
nominalization: they have to stand in a coherelaticm. To exemplify this relation, |
conferred relations known from discourse coherebhetwveen sentences and then
showed that they are crucial and can be adaptetbfivedication as well (cf. 8.3).

By providing an original analysis for copredicatiexamples with deverbal nominals in
terms of predicate transfer, | also introduced & rpossibility to annotate these
examples in corpora as an alternative to the gjyaté leaving the noun’s interpretation
open (as e.g. with complex dot types in GL): Thstfindicator should accordingly
determine the only reading for the noun in cont&koreover, | proposed additional
types of indicators in the wider context (cf. 323t are not considered in other theories:
Sense relations can function as indicators fomthen and ambiguous indicators can be
disambiguated by contextual knowledge, which med#mst not only semantic
selectional restrictions in the immediate environtnare crucial for interpretation.
These “tools” can be used in corpus linguisticthéd local context does not suggest a
reading.

The constraints | stated for copredication do mdy @xplain this phenomenon in more
detail, but they can also refine the ambiguity tistussed e.g. by Cruse (2000, 2001).
Cruse’s test leads to inconsistent results if iy @epends on the readings involved, as |
have shown in the introduction and in Chapter 5:w&shave seen, the same reading
indicator combinations can lead to different judgets, depending on their position
and predicate coherence (cf. Chapter 8). Conselguehta copredication sentence
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fulfills the structural®® constraints and is coherent, but is still odd zeugmatic”, we
can be sure that the two indicated readings ofnthen are antagonistic. Hence, my
observations contribute to the improvement of amibygtests, which are often
criticized for their inaccuracy, mostly due to cexit dependence (cf. Zwicky &
Saddock 1975, Geeraerts 1993).

Moreover, the findings in this thesis can give rieypulses for nominalization theories
or meaning variation in general. The behaviouritfedent reading combinations in this
specific structure tells us something about thati@hs between these readings and
provides the strongest constraint on copredica®hhave shown. Hence, it might have
implications for the representation of deverbal mais within the discussed theories,
which should take into account that the distributiof these readings (events,
participants and results) has grammatical effdcssiggest, that in Bierwisch’s theory
(cf. Chapter 5.1), which has an underspecified rigveepresentation and operators for
the other readings, these operators should bengiisshed somehow, so that \wave
different ones for participants and results. Al&gively, participant readings could
come about by a mechanism different from the onerésults. For the generative
lexicon (cf. Chapter 5.2), it may be plausible sswame that the participant readings are
coerced by exploitation of the qualia (not the dwothy wrapping, and that this makes
them unacceptable in copredicatih.Moreover, the constraints on copredication |
have stated can complement such theories: Theycpthdt the special lexical structure
they propose for simple nouns likehooland deverbal nominals mirrors or motivates
copredication, but by simply relying on that, treannot account for exceptions.

To conclude, | will pose some open questions thathtmbe interesting for further
research. | have focussed my survey of deverbalmadsnand copredication on German
data involving-ung nominals, but | assume that the observations made old in a
similar way for other languages that have deverhaminals. However, the
crosslinguistic stability of copredication and ttenstraints should be verified in a
systematic way. For this reason, | will give a $tawerview here in order to be able to
determine some open questions. The pattern ofigetabetween the readings available
for -ung nominals seems to be very general, since we findlasi patterns in other
languages, like, for example, French, English,idtaland Spanish: For example the
nominalizationgraduction translation traduzioneandtraducciénare all derived from
the verb for translate and can have event or @ttsand material) result readings, like
in German. The pattern for the etymologically retatounterparts ofer and-erei in
German, which can refer to participants in the gveralso similarconducteurgdriver,
conduttore conductorall refer to the person driving, like the Gernfaathrer ‘driver’,

131 Obviously, the temporal constraints only have ¢oftifilled if we test event and result readings of
deverbal nominals.

132 1n Melloni’s morphological account (2007: 110f§gent/collective and location readings are said to
come about by sense extensions triggered by pamadiig pressure (cf. Booij & Lieber 2004), while
means readings are defined as logical polysemy,likes results. However, means cannot appear in
copredication and should therefore be paired vkighather participant readings somehow.
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while distillerie, distillery, distilleria and destilleria refer to the location where the
corresponding event is usually carried out, like @ermarSchnapsbrennerei

As | have shown, copredication only concernag nominals (and simple nouns as
schoo) in German, because there is only one productiféxsto form this kind of
nominalization that involves event and result regdi These German derivatives do
apparently not translate into a single derivatiomt in other languages, as shown in
Table 14" Some-ungnominals translate inténg or -mentnominalsin English (e.g.
Bemalung ‘painting’, Heizung ‘heating’, Messung ‘measurement’, Bestrafung
‘punishment’), while others have counterpartsiam, as e.gAbsperrungobstruction’.

German | English | French Italian Spanish Common readigs
-ung -ion/-ing/| -ion/-ment | -mento/ | -iGn/-era Event, result, means,
-ment -age -zione agent/collective,
location

Table 14. Counterparts to Germamg

German-ungis not unrestricted (cf. 2.1), but pretty flexil{e. e.g. Fleischer & Bartz
1995, Motsch 2004), which means it can, for examfilem abstract and concrete
entities, count nouns, mass nouns and collectited®s stative and non-stative base
verbs, etc. This is presumably the case because &ne no other competing productive
suffixes covering this domain and, in case of lakgaps, the most flexible suffix fills
those due to so-called paradigmatic pressure (ijB Lieber 2004).

In languages with a richer morphology, the “labowshg does is distributed among
several suffixes, which have clear restrictionse Testion is, how is this divided and
does that have implications for copredication? heweer this, the functions of the
different suffixes have to be taken into accountriore detail>* French-ment for
example, has a tendency to cover non-agentivejrative readings and prefers result
states, whileageis rather used for the agentive, eventive onedJitf 2011)*>° Hence,
the choice of a specific suffix might already reeldlce possible readings the verb might
contribute here: For exampldécollage‘departure (of a plane), displacement’ covers
the causative reading (agentive or not), the agentichoative reading and does not
have a stative reading, wheredécollementablation/displacement’ covers the non-

153 German also has nominalised infinitives availdbteevery verb (e.gbauen‘to construct’, daBauen
‘the constructing’), and most of them are evenfiwéh a few exceptions for e.das Schreibetiterally:
‘the writing’/'the letter’). Nouns in ment -(t)ion and age are clearly restricted and not productive in
German: copredication is only possible with sofa forms adnstallation ‘installation’.

134 Like nouns, specific suffixes could be analysederms of a two layer-semantics: for an approach t
the semantics of Italiarmta see von Heusinger (2009).

135 Similarly for Italian: “the nominal inzione (cancellazionécancellation’) can only convey the event
reading, whereas the one-tara (cancellatura'erasure’) expresses exclusively a concrete irg&jon”
(Melloni 2007: 73). In German, both readings woloddcovered by thaingnominalStreichung
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causative reading, the non-agentive inchoativeingadnd the stative reading of the
verp1°®

| can only hint at the implications which theset$amight have on copredication here:
Since-ung in German is very flexible in meaning it can digpleopredications like
(314), which might not function in the same wayrnench, for example, due to the fact
that no single French suffix covers both readings.

(314, Die [bestehende/vorgefundepg] Ablésung der Rinde wurde
[absichtlich vorgenommeg).
‘The existing/found dissolution of the bark was dam purpose.’

In French, we would have to use @age nominal for the event reading andraent
nominal for the state reading, which means a copaédn analogous to the one in
German is presumably not possible, as shown in)(315

(315 a. ?Le décollement existant/trouveé de I'écorce éfsiré/procede
intentionnellement.

b. ?Le décollage existant/trouvé de I'écorce éfaré/procédé
intentionnellement.

However, this does not mean that these other layggudo not display copredication
examples. Most English translations of the Germeammples discussed in this work
have shown that copredication is in fact possibith wieverbal nominals in English
(when the English nominal form covers the same teaxings). Moreover, examples
(316) and (317), taken from Jacquey (2001) for €meand from Jezek & Melloni

(2009) for Italian, show that these languages alkow for copredication (reading

indication adjusted to my labelling).

(316) La reproduction du tableau de droite, [qui a comeédmier}y, [sera
venduego le mois prochain.
‘The reproduction of the table on the right, whidgan yesterday, will
be sold next month.’

(317) La costruzione, che [girotrasse]y fino al XVII secolo, [rimane
un'importante testimonianzaj della geniale tematica del Palladio.
‘The construction, which continued till the XVII ciry, represents an
important evidence of Palladio’s ingenious artwork.

1% Thanks to Fabienne Martin for providing these abtaristics. For further considerations on derorati
as disambiguation see Uth (2011) and Martin (2009).
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The question is whether the constraints | havedtalso hold in other languages. Jezek
& Melloni (2009) notice the same structural and penal constraints for Italian as
quoted here referring to (317):

“We claim that co-predication is felicitous in thi®ntext because of
three facilitating factors: a) the E-type select®rintroduced in the
relative clause, b) there is temporal disjunctietween the E and the R
type, namely Past for the E-type selecting predicBtesent for the R
type selecting predicate, and c) the internal aentns omitted (the
result interpretation would be blocked in case mternal argument
projection).”*’

Jezek & Melloni (2009: 8)

Moreover, copredication neither seems to be passiith participant readings as
displayed by-ung nor by-er and-erei counterparts, as in (318) and (319), just like in
German.

(318) ?The [broken}eans borer [took a breakgenr.

(319) ~?La distillerie [délabréejcation [€St trés durelent.
‘The ruinous distillery is very hard.’

However, it is not clear whether the relations lest other readings of deverbal
nominals corresponding taing are similar across languages and hence, whether the
reading indicators predicted to be compatible-torglead to acceptable copredications
in other languages as well. Hence, | would expeat toherence and general structural
constraints for copredication are cross-linguistycestable, but there might be
differences concerning tense forms (cf. 8.2), #ealings covered by one nominal type
and the acceptability of reading indicator comhborad, which means | expect
additional constraints for other languages. Thessuraptions could be verified by
comparing occurrences of copredications in traimsiat of the same text, e.g. in a
parallel corpus likEUROPARL which comprises texts of the European Parlianrent
many different languagés®

Further questions concern the embedding of my 8pedindings concerning

copredication within theories of anaphora (cf. 8.)ematic roles (cf. 8.1), and
resultative constructions (cf. 8.3). It would berthioconsidering whether the data given
and the assumptions made give new insights inteetispecific fields of research, e.g.
into the accessibility of antecedents for pronoutiee mapping from features of

57 For the hypothesis that the possibility of realisthe theme argument within the NP depends on the
specific lexical semantic structure of the basédoyeee Ehrich & Rapp (2000) and my observations in
section 3.2.

138 hitp://www.statmt.org/europarlThis is only one example for a possible existitagabase. In a first
check | did not find copredication examples therein
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referents to their thematic roles and the compar@oinherently result relevant event
indicators agréazise'precise’ to resultative adverbs asschlampig gekammsloppily
combed’ (cf. 8.3 and Kratzer 2000 among others)w Hwagmatic intrusion or repair
mechanisms (e.g. predicate transfer as describedetail above) interplay with
semantic composition is also an open questiontefest. It seems that semantics is not
just the input for pragmatics, since in copredmatstructures it comes to mismatches
that cannot be solved without pragmatic factorkigricing the interpretation in context
on the fly (cf. Chapter 5). The way in which pragimarinciples interfere with the
lexicon within composition, especially of copredioa structures, should be modelled
in more detail as a contribution to the semantiegymatics interface.

As far as experimental or psycholinguistic studies concerned, my survey opens up
different possibilities to verify the assumptionsade here. In fact, some questionnaires
were already done with main focus on copredicatmnl predicate coherence (cf.
Weiland 2009, Weiland et al. 2010 and Featherst@h submitted), which for example
have shown that coherent examples are indeed juldigieelr then incoherent ones and
which factors we need to control in studies likesth However, the relative strength of
the different constraints should be systematiciited, as well as their interplay with
each other. In 8.4, | have represented my predistan how the violation of different
constraints could influence the acceptability bgwigion of points that allows weighing
combinations of different constraint violations, analogy to Blume (2004). It should
hence be tested whether the specific acceptapiléglictions | made there are mirrored
in the judgments of native speakers in order tofywehe continuum of acceptability
suggested in this work.

With respect to the processing of copredicationcstires, the question arises whether
the mismatch involved there is costly and if sowtoat extent (also considering the
different supporting factors). It could be testéat, example, at which position within

the sentence we find delayed processing and coesdguvhere repair mechanisms

may apply.

As we have seen, the study of deverbal nominalapp a vast field of areas, such as
morphology, syntax and semantics. However, it ishalef that pragmatic aspects are
also of interest and cannot be disregarded whetontes to the interpretation of
deverbal nominals, especially in cases of sortanmiches. | hope to have shown in
this work, that copredication is on the one hammbwaerful means to give impulses for
other areas such as meaning variation of diffelexital items, but on the other an
intriguing area of research in its own right.
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