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ABSTRACT 2. DIMENSIONAL EMOTION APPROACH

This paper investigates the classification of different emo
tional states using prosodic and voice quality information Psychological research in the area of emotion productips sa
We want to exploit the usage of different phonation typeshat we can locate different emotions in a two- or three-dime
within the production of emotions. Therefore, as features wsional space [6]. The most often used dimensions are activa-
use prosodic features, voice quality parameters, andrdiffetion, potency, and evaluation. As we will see below, most of
ent combinations of both types. We study how prosodic anthe features used in acoustical emotion recognition, mainl
voice quality features overlap or complement each other iprosodic features, describe the activation dimensions Ehi
the application of emotion recognition. The classificati®n why emotions which do not obviously differ in the activation
speaker independent and uses a reduced subset of 8 featud@aension can not be well separated in emotion recognition.
and a Bayesian classifier. They are, for example, anger, happiness, and anxiety with a
- ; high activation or neutral, boredom, and sadness with a low
ternl de;(s-il;?crgfo_n Speech analysis, Feature extraction, Patactivation. So our task is to find acoustic features thatritesc
more the other dimensions, e.g. the evaluation to distsfgui
1. INTRODUCTION between positive and negative emotions. Fig. 1 shows three
different emotional dimensions and six basic emotions.
There are many approaches to classify paralinguistic prope
ties of speech in the literature. The most known application
is the detection of emotions from the recorded speech sig- ;. oanger . - _happiness .
nal. Various attempts show quite good results in the case of : 2 . 3
speaker dependent classification [1], [2], [3], [4]. But mos A
of them fail in speaker independent emotion recognition. By
using very large feature sets, some approaches achietg pret .
good results even in speaker independent classification [5] anfety I -
Speaker independent means that the speaker of the classified 7 neutral
utterances is not included in the training database. He-is un -
known for the classifier and the deduced learning rules in the
training phase.

Our goal is to improve the classification performance of
the speaker independent emotion recognition by incorporat e
ing a new feature type. We try to achieve that by combin- o L
ing suprasegmental prosodic features with segmentalrspect " sadness T
voice quality parameters. Those are features extractead fro e
the glottal source signal, which describe the phonatioe typFig. 1. Three-dimensional emotional space and 6 basic emo-
that is used during the production of voiced parts of the uttjons
tered speech. In addition, we want to study whether the in-
formation contained in prosodic and voice quality featuses
supplementing or overlapping. 3. FEATURES

The paper is organized as follows: First the psychological
approach of emotion dimension is explained. Then, relevanh the field of emotion recognition mainly suprasegmental
acoustic features for the different dimensions are intcedu prosodic features are used. Sometimes segmenta| Spm:.tra| p
in section 3. In section 4, the results for the classificatiorrameters as mel frequency ceptral coefficients (MFCC) are
of six emotions with different strategies for the combioati added. But according to [7], MFCC features achieve poor re-
of feature sets are presented. Finally, some conclusians agults and log-frequency power coefficients (LFPC) are bette
drawn. suited for emotion recognition. In our approach, the common

This work was supported by a grant from the Ministry of ScierRe- prosodic features are combined with the so called voice-qual
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3.1. Prosodic features voice quality information to the prosodic information is in
. . ) vestigated. In the following, different strategies to @iplhe

There are three main classes of prosodic features: piteh, e[n¢ormation contained in both feature types are presented.

ergy, and duration. A fourth class that does not belong di-

rectly to prosody is articulation (formants and bandwiliths 4.1. Classification with prosodic features

The features are obtained by measuring statistical valfies . . . .
corresponding extracted contours. Mean, median, minimuntirst of all we classify with prosodic features. Over 200-fea

maximum, range, and variance are the most used measufires were reduced to eight by using SFFS. The confusion

ments. All together we extracted over 200 prosodic feature81alrix is shown in Table 1. The overall recognition rate with
from the speech signal. 66.7% is quite good, but mainly the discrimination between

anger and happiness is bad. Happiness is least classified wit
3.2. Voice quality parameters arecognition rate of onl§8.2%. Furthermore, the confusions

. . between angry and anxious and between neutral with bored
In contrast to othe( spectral feat”!eS' the voice qualitgma 56 noticeable. As we know from Fig. 1, these emotions do
eters (VQP) describe the properties of the glottal sourge. B
inverse filtering, the influence of the vocal tract is compen- —-—" - bored | 3 .
sated to a great content. Parameter values which describe—"2"" | happy [ bored | neutral | sad [ angry | andious]
the kind of phonation type are used. Phonation is one as-|_Nappy || 482% | 09% | 55% | 0.9% | 34.5% | 10.0%
pect besides articulation and prosody in generating emaitio bored || 1.8% | 68.2% | 18.2% | 82% | 18% | 1.8%
coloured speech. The feature set we use is a parametenizatio| neutral || 5.8% | 13.6% | 62.1% | 10.7% | 0.0% | 7.8%
of the voice quality in the frequency domain by spectral gra- sad 0.9% | 50% | 92% | 77.3% | 00% | 7.6%
dients. The definition and the robustness of VQP are reported| angry || 185% | 00% | 07% | 00% | 67.6% | 13.2%
in [8]. All together there are 8 voice quality parameters. As | anxious | 7.8% | 00% | 17% | 3.4% | 121% | 75.0%
we can see later in section 4, the VQP parameters have an ob-
vious contribution to the discrimination of different eriwots Table 1. Classification with prosodic features only

beyond the prosodic features.

33 Feat lecti not differ in the activation dimension and so prosodic fesgu
~>. Feature selection can not adequately distinguish between them. On the other

There are two main reasons for reducing the number of fediand, sad is classified best witi.3%. In this database, sad-
tures from the original set. First, the number of training- pa Ness is spoken very slowly and also with long pauses. Hence,

terns had to be enormous if we want to use all features. Seguration features work very well to recognize sad utterance

ond, the. training and classification would te}kg a long time 2. Classification with voice quality parameters

when using the whole feature set. So the original number o

over 200 prosodic and eight voice quality features is reduceNow we test the feasibility of voice quality parameters as fe
by using an iterative selection algorithm. The final numbettures for the emotion classification. We used all eight param
of features used is eight. We used the sequential floating foeters from [1] and got the worse results shown in Table 2.
ward selection algorithm (SFFES). It is an iterative method t

find the best subset of features. It was first proposed info]. | ["Emotion || happy | bored | neutral | sad | angry | anxious |
each iteration, a new feature is added to the sub.set_ Qf edlect happy || 4L8% | 0.0% | 46% | L8% | 300% | 20.9%
featu_res and afterwards the conditionally least signifiéea bored 0.9% 15629 739 [ 163% | 00% T o1%
ture is excluded. neutral 1.0% 22.3% 53.4% 11.7% 0.0% 11.6%
4. CLASSIFICATION sad 0.9% | 17.6% | 59% | 70.6% | 0.0% | 5.0%
. . . e . angry 19.1% 0.7% 0.0% 0.0% 76.5% 3.7%
In this section, the results of different classificatiorasdr aious T 1219 | 26% | 34% | 26% | 95% | 69.8%

gies are presented and the relationship between prosaodiic an

;/iglncse' qaunag:g)r/ fﬁ::)“&%%'sssd'ssggﬁzgg' t\:\é?é:dyotrz C:;]S;gyﬂ“;f | e Table 2 Classification with voice quality parameters only

tral. We used short acted utterances (approximately betwe I .

two and five seconds) from the Berl(inpgmotional )c/iatabas%m the cla53|f|czét|on resug IS Very gor(])_d gor the three T:mo-d
: g P e UONS: anger, sadness, and anxiety which are most coloure

[10]. For this speaker independent classification, a "legwi ith nonmodal voice qualities. The corresponding confasio

one-speaker-out” cross validation was used. There are 6 . : . . -
utterances, that means over 100 patterns per emotion. atrix for these three emotions is depicted in Table 3. The

A Bayesian classifier for all classifications is used. The

class-conditional densities are modeled as unimodal Gaus- [ Emotion | sad [ angy [ amxious|
sians. By using the Gaussian mixture model (GMM) with sad 95.8% | 0.0% | 4.2%
a variable number of Gaussians, we could not observe signif- angry 0.0% | 94.1% | 5.9%
icant changes in the classification rate, because mosty onl anxious | 6.0% | 12.1% | 81.9%

one Gaussian per emotion was decided.

We compared the classification rates of using prosodic ~ Table 3. Voice quality parameters only for 3 classes
features only, voice quality parameters only, and combina-
tions of both feature types. Especially the gain of addingeason for this good result is that these three emotionerdiff



considerably in the phonation type. For the production of & shows the resulting confusion matrix. We observe that the
sad emotional state, a creaky phonation is often used. Roudtsion of both feature classes improves slightly the cfassi
voice is usually used to support an angry emotional state. Thtion rate. The average overall recognition ratgli$%.

anxious emotion shows sometimes parts of breathy voice. For
the recognition of these different voice quality classe@ee | Emotion || happy | bored | neutral | sad | angry | anxious |
by J. Laver [11], the voice quality parameters are predesti- [ apoy || 51.8% | 09% | 55% | 00% | 28.2% | 13.6%
nated. Very good speaker dependent and independent reCog- oeq I 1.8% | 72.6% | 173% | 45% | 00% | 1.8%
nition rates for voice qualities have been reported in [WoT reural T 38% | 205% | 68.0% | 58% | 0.0% | 1.9%
quesﬁions arise tr|1at we would like to answer in the sfequel: <ad 00% | 929% | 34% | 824% | 00% | 50%
Do the voice quality parameters contain some new informa-

tion that is no? inclzd%d in the prosodic features? And how angry |y 200% | 0.7% | 0.0% | 0.0% | To8% | 2.9%
can we combine both feature types to get the best classifica

tion resuit? Table 5. Classification with four prosodic and four voice
4.3. Classification with combined feature sets quality features which are separately selected by SFFS

anxious 10.4% 0.8% 8.6% 0.8% 7.8% 71.6%

Below we classify with both prosodic and voice quality fea-4.3.2. Joint SFFS-based combination

tures. The first result shown in Table 4 is the classificatite r ) )

we would obtain by an ideal combination of a prosodic and dn Table 6, the best eight features out of all (prosodic and
voice quality classifier. The prosodic classifier uses that be Voice quality features) are jointly selected by SFFS. Among
eight prosodic features selected by SFFS and the voice qudhem, there are six prosodic and two voice quality features.
ity classifier uses all eight voice quality parametépstands ~ With the overall recognition rate GR.8%, this approach out-

for the event “correctly classified by prosodic featuresd an Performs the result of Table 5. The reason that anger is worse
V stands for the event "correctly classified by voice qualityclassified is that less voice quality information is usechis t
parameters”. The second row in Table 4 shows the rate of pa@Pproach.

| Emotion H happy| bored | neutral| sad | angry | anxious| ‘ Emotion H happy ‘ bored | neutral‘ sad ‘ angry | anxious|

PAND V || 20.0% | 44.6% | 38.8% | 59.7% | 58.8% | 61.2% happy || 55.5% | 0.0% | 10.0% | 0.0% | 21.8% | 12.7%
Ao T | 280% | 236% | 233% | 176% | s8% | 138% bored || 2.7% | 77.3% | 10.0% | 73% | 0.9% | 1.8%
PANDV || 21.8% | 11.8% | 14.6% | 10.9% | 17.7% | 8.6% neutral || 2.9% | 155% | 71.0% | 1.9% | 2.9% | 58%

sad 0.9% | 42% | 42% | 84.0% | 1.7% | 5.0%
| PORV || 70.0% | 80.0% | 76.7% | 88.2% | 85.3% | 83.6% |
angry 25.1% 0.0% 1.4% 0.0% 66.9% 6.6%

anxious 6.9% 0.0% 1.7% 2.6% 6.9% 81.9%

Table 4. Reference value for the classification rate of a com-
bined classifier with prosodic and voice quality features

Table 6. Classification with six prosodic and two voice qual-

terns that are classified correctly by both classifiers. Rer t ity features jointly selected by SFFS

emotions happiness, boredom, and neutral the correcty cl
sified patterns are quite disjoint, while for sadness, graget
anxiety they are strongly overlapping. The third and fourthThe main drawback of the previous approaches is that we do
row show the patterns that are correctly classified by priesod not consider which type of features classifies better foctvhi
features but not by voice quality parameters and vice versamotions. The fundamental observation that prosodic featu

In general, the prosodic classifier performs better. But foire very powerful in discriminating different levels of iet

the emotions happiness, neutral, and anger the voice yjualition and voice quality features perform better in discriatin
classifier contributes to an improvement betweért% and  ing the other emotion dimensions leads to the following cas-
21.8%. For anger, the voice quality classifier even outpercaded strategy.

forms the prosodic one. In the last row of Table 4 the overall

a4.3.3. Cascaded classification

classification rate fo® OR V is given. This implies that - — anger

we would have complete knowledge of which classifier per- high emotion recognition hapbiness

forms correctly for every single given pattern. We only get » prosodic & voice quallt_-t—ﬂanxiety
features et

a misclassification when both classifiers are wrong. One can
interpret this as a reference value for the classificatié® ra g emotiond
with both feature sets. It corresponds to an overall recogni
tion rate 0f80.2% that is at the level of human recognition
rate. Clearly, the voice quality features improve considgr
the classification beyond the prosodic information. Thexgai
is biggest for the problematic classes happiness and anger.

emotion recognition | Neytral

prosodic & voice quality—
features

activation recognition
only prosodic features

\i

low

4.3.1. Seperate SFFS-based combination Fig. 2. Two-step approach of emotion recognition

The best four prosodic and the best four voice quality fesstur As shown in Fig. 2, we separate the classification process
separately selected by SFFS are used for classificatiohe Takin two steps. In the first step, we classify for two different



activation levels. One class including anger, happiness, a | Emotion [ happy | bored | neutral [ sad | angry | anxious

anxiety has a high activation level. The second class imatud happy || 55.5% | 0.0% | 3.6% | 0.0% | 29.1% | 11.8%
neutral, boredom, and sadness has a low activation level. FO [ bored 3.6% | 77.3% | 13.6% | 4.6% | 0.0% | 0.9%
this activation discrimination we achieve a very good dfass neutral || 1.0% | 14.6% | 71.8% | 4.8% | 1.0% | 6.8%
cation rate 005.5% on average with eight prosodic features sad 0.0% | 10.1% | 59% | 815% | 00% | 2.5%
only. Table 7 shows the confusion matrix. Here, we have seen| ;ngy 133% | 07% | 07% | 0.0% | 78.7% | 6.6%
that including voice quality features will not contributeany amxious || 6.9% | 1.7% | 43% | 09% | 7.8% | 78.4%
improvements.
Table 10 Cascaded classification
| Activation [ high | Tow |
H 0, 0,
Té%: 956110/? 9:1%{;0 prosodic features. An intelligent combination of the diser

inating power of prosody and voice quality yields in an im-

proved classification performance. In our two-step apgrpac

we could raise the average recognition rate frée7% to
h@4'5%' This improvement could be even larger by using emo-
tional databases that make more use of different voice-quali
ties in the production of emotions.

Table 7. Classification of two activation levels

In the second step, we classify in each activation class t
real emotions. That means, all patterns that were classdfied
high activation in the first step are classified to anger, happ
ness, and anxiety. Similarly, all patterns that were detide
have a low activation in the first step were classified to neu- 6. ACKNOWLEDGEMENTS
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