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Code-switching (CS)

Code-switch examples from the SEAME (Lyu et al., 2015) corpus:

⼆⼗五号 november
sidetrack⼀下
content是讲什么
不 interesting我不想讲
then就爱上 each other

Set train dev eval
# Speakers 139 8 8
# Utterances 39,240 1,961 1,235
# Tokens 466,741 23,773 13,547

Table: Statistics of the SEAME corpus

Corpus BOLT OS16
# Utterances 15,764 2,484,640
# Tokens 430,279 21,613,900

Table: Statistics of BOLT and OS16

Code-switching occurs with syntactic sensibility (e.g. Poplack, 1981)!
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Language modeling (LM)

Task Predict the next word in a sentence given preceding words

Figure from https://books.google.com/ngrams/info, obtained June 22nd 2017.
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Word embeddings (WE)

are dense vector
representations of
words
consider context
do not need
supervision in
training
perform well across
tasks
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Figure 1: New model architectures. The CBOW architecture predicts the current word based on the
context, and the Skip-gram predicts surrounding words given the current word.

R words from the future of the current word as correct labels. This will require us to do R × 2
word classifications, with the current word as input, and each of the R + R words as output. In the
following experiments, we use C = 10.

4 Results

To compare the quality of different versions of word vectors, previous papers typically use a table
showing example words and their most similar words, and understand them intuitively. Although
it is easy to show that word France is similar to Italy and perhaps some other countries, it is much
more challenging when subjecting those vectors in a more complex similarity task, as follows. We
follow previous observation that there can be many different types of similarities between words, for
example, word big is similar to bigger in the same sense that small is similar to smaller. Example
of another type of relationship can be word pairs big - biggest and small - smallest [20]. We further
denote two pairs of words with the same relationship as a question, as we can ask: ”What is the
word that is similar to small in the same sense as biggest is similar to big?”

Somewhat surprisingly, these questions can be answered by performing simple algebraic operations
with the vector representation of words. To find a word that is similar to small in the same sense as
biggest is similar to big, we can simply compute vector X = vector(”biggest”)−vector(”big”)+
vector(”small”). Then, we search in the vector space for the word closest to X measured by cosine
distance, and use it as the answer to the question (we discard the input question words during this
search). When the word vectors are well trained, it is possible to find the correct answer (word
smallest) using this method.

Finally, we found that when we train high dimensional word vectors on a large amount of data, the
resulting vectors can be used to answer very subtle semantic relationships between words, such as
a city and the country it belongs to, e.g. France is to Paris as Germany is to Berlin. Word vectors
with such semantic relationships could be used to improve many existing NLP applications, such
as machine translation, information retrieval and question answering systems, and may enable other
future applications yet to be invented.

5

Figure from Mikolov et al. (2013).
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Motivation to use bilingual WE (BWE)

BWE been shown to improve even
monolingual quality of embeddings
(Luong et al., 2015)
BWE can map similar words across
languages close to each other in a
shared vector space

Single-prototype English embeddings by Huang
et al. (2012) are used to initialize Chinese em-
beddings. The initialization readily provides a set
(Align-Init) of benchmark embeddings in experi-
ments (Section 4), and ensures translation equiva-
lence in the embeddings at start of training.

3.2.2 Bilingual training

Using the alignment counts, we form alignment
matrices Aen→zh and Azh→en. For Aen→zh, each
row corresponds to a Chinese word, and each col-
umn an English word. An element aij is first as-
signed the counts of when the ith Chinese word is
aligned with the jth English word in parallel text.
After assignments, each row is normalized such that
it sums to one. The matrix Azh→en is defined sim-
ilarly. Denote the set of Chinese word embeddings
as Vzh, with each row a word embedding, and the
set of English word embeddings as Ven. With the
two alignment matrices, we define the Translation
Equivalence Objective:

JTEO-en→zh = kVzh −Aen→zhVenk2 (3)

JTEO-zh→en = kVen −Azh→enVzhk2 (4)

We optimize for a combined objective during train-
ing. For the Chinese embeddings we optimize for:

JCO-zh + λJTEO-en→zh (5)

For the English embeddings we optimize for:

JCO-en + λJTEO-zh→en (6)

During bilingual training, we chose the value of λ
such that convergence is achieved for both JCO and
JTEO. A small validation set of word similarities
from (Jin and Wu, 2012) is used to ensure the em-
beddings have reasonable semantics. 2

In the next sections, ‘bilingual trained’ embed-
dings refer to those initialized with MT alignments
and trained with the objective defined by Equa-
tion 5. ‘Monolingual trained’ embeddings refer to
those intialized by alignment but trained without
JTEO-en→zh.

2In our experiments, λ = 50.

3.3 Curriculum training
We train 100k-vocabulary word embeddings using
curriculum training (Turian et al., 2010) with Equa-
tion 5. For each curriculum, we sort the vocabu-
lary by frequency and segment the vocabulary by a
band-size taken from {5k, 10k, 25k, 50k}. Separate
bands of the vocabulary are trained in parallel using
minibatch L-BFGS on the Chinese Gigaword cor-
pus 3. We train 100,000 iterations for each curricu-
lum, and the entire 100k vocabulary is trained for
500,000 iterations. The process takes approximately
19 days on a eight-core machine. We show visual-
ization of learned embeddings overlaid with English
in Figure 1. The two-dimensional vectors for this vi-
sualization is obtained with t-SNE (van der Maaten
and Hinton, 2008). To make the figure comprehen-
sible, subsets of Chinese words are provided with
reference translations in boxes with green borders.
Words across the two languages are positioned by
the semantic relationships implied by their embed-
dings.

Figure 1: Overlaid bilingual embeddings: English words
are plotted in yellow boxes, and Chinese words in green;
reference translations to English are provided in boxes
with green borders directly below the original word.

4 Experiments

4.1 Semantic Similarity
We evaluate the Mandarin Chinese embeddings with
the semantic similarity test-set provided by the or-

3Fifth Edition. LDC catelog number LDC2011T13. We only
exclude cna cmn, the Traditional Chinese segment of the cor-
pus.

1395

⇒ We need a shared representation with predictive quality for two languages!

Figure from Zou et al. (2013).
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Approaches
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Other BWE approaches

I Love You

Je t’ aime

(a) BiSkip

I Love You

Je t’ aime

(b) BiCVM

(I, Je)

(Love, aime)

(You, t’)

(c) BiCCA

Hello! how are
you? I Love You.

Bonjour! Je t’ aime.

(d) BiVCD

Figure 2: Forms of supervision required by the four models compared in this paper. From left to right, the cost of the supervision
required varies from expensive (BiSkip) to cheap (BiVCD). BiSkip requires a parallel corpus annotated with word alignments
(Fig. 2a), BiCVM requires a sentence-aligned corpus (Fig. 2b), BiCCA only requires a bilingual lexicon (Fig. 2c) and BiVCD
requires comparable documents (Fig. 2d).

and,

ΔE(�v, �w, �wn) = E(�v, �w)− E(�v, �wn) (7)

This can be cast into Algorithm 1 by,

C(W,V) =
�

aligned (�v,�w)
random �wn

E(�v, �w, �wn) (8)

A(W) = �W�2 B(V) = �V�2 (9)

with A(W) and B(V) being regularizers, with
α = β.

2.3 Bilingual Correlation Based Embeddings
(BiCCA)

The BiCCA model, proposed by Faruqui and Dyer
(2014), showed that when (independently trained)
monolingual vector matrices W,V are projected
using CCA (Hotelling, 1936) to respect a transla-
tion lexicon, their performance improves on word
similarity and word analogy tasks. They first con-
struct W� ⊆ W,V� ⊆ V such that |W�|= |V�|
and the corresponding words (wi, vi) in the matri-
ces are translations of each other. The projection
is then computed as:

PW ,PV = CCA(W�,V�) (10)

W∗ = WPW V∗ = VPV (11)

where, PV ∈ Rl×d,PW ∈ Rm×d are the projec-
tion matrices with d ≤ min(l,m) and the V∗ ∈
R|V |×d,W∗ ∈ R|W |×d are the word vectors that
have been “enriched” using bilingual knowledge.

The BiCCA objective can be viewed2 as the fol-
lowing instantiation of Algorithm 1:

W0 = W�,V0 = V� (12)

C(W,V) = �W −V�2+γ
�
VTW

�
(13)

A(W) = �W�2−1 B(V) = �V�2−1 (14)

where W = W0PW and V = V0PV , where we
set α = β = γ = ∞ to set hard constraints.

2described in Section 6.5 of (Hardoon et al., 2004)

2.4 Bilingual Vectors from Comparable Data
(BiVCD)

Another approach of inducing bilingual word vec-
tors, which we refer to as BiVCD, was proposed
by Vulić and Moens (2015). Their approach is
designed to use comparable corpus between the
source and target language pair to induce cross-
lingual vectors.

Let de and df denote a pair of comparable
documents with length in words p and q respec-
tively (assume p > q). BiVCD first merges these
two comparable documents into a single pseudo-
bilingual document using a deterministic strategy
based on length ratio of two documents R = �p

q �.
Every Rth word of the merged pseudo-bilingual
document is picked sequentially from df . Finally,
a skip-gram model is trained on the corpus of
pseudo-bilingual documents, to generate vectors
for all words in W∗ ∪ V∗. The vectors consti-
tuting W∗ and V∗ can then be easily identified.

Instantiating BiVCD in the general algorithm
is obvious: C(W,V) assumes the familiar
word2vec skip-gram objective over the pseudo-
bilingual document,

C(W,V) = −
�

s∈W∪V

�

t∈NBR(s)

log P (t | s)

(15)
where NBR(s) is defined by the pseudo-bilingual
document and P (t | s) ∝ exp(tT s). Note that
t, s ∈ W ∪ V .

Although BiVCD is designed to use comparable
corpus, we provide it with parallel data in our ex-
periments (to ensure comparability), and treat two
aligned sentences as comparable.

3 Data

We train cross-lingual embeddings for 4 language
pairs: English-German (en-de), English-French
(en-fr), English-Swedish (en-sv) and English-
Chinese (en-zh). For en-de and en-sv we use the

1663

BiSkip
(Luong et al., 2015)

word-level
alignments

BiCVM
(Hermann and
Blunsom, 2014)

sentence-level
alignments

BiCCA
(Faruqui and Dyer,

2014)

translation
lexicon

BiVCD
(Vulic and Moens,

2015)

comparable
documents

Figure from Upadhyay et al. (2016).
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Our approach

Model word2vec skip-gram model
with hierarchical softmax
and max. skip distance of 5
no frequency cutoff

What’s new? Use CS data in the training data,
alongside monolingual data

Monolingual data
in language A

Monolingual data
in language B

Code-switch data
of languages A and B

word2vec
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Baseline LM results and evaluation model

We use TheanoLM* for task-based evaluation:

Models dev test
SRILM 3-gram 378.9 337.6
SRILM 4-gram 381.7 340.6
Random init, d = 100 334.8 336.5
Random init, d = 200 321.8 325.9
CBOW-w2v, d = 100 343.7 347.3
CBOW-w2v, d = 200 330.1 333.2
Skip-gram w2v, d = 100 277.4 283.1
Skip-gram w2v, d = 200 274.6 280.9

Table: Baseline results (SEAME only)

Softmax

LSTM

Embedding

x0

P(w1|w0)

Softmax

LSTM

Embedding

x1

P(w2|w1)

...

h0 h1

C0 C1

*https://github.com/senarvi/theanolm
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LM results with BWE

test

Models dev test

Skip-gram (BOLT) 332.5 331.8
Bi-CS (SEAME+BOLT) 276.5 280.1

Skip-gram (OS16) 328.9 328.2
Bi-CS (SEAME+OS16) 266.4 265.7

Skip-gram (BOLT+OS16) 331.9 331.0
Bi-CS (SEAME+BOLT+OS16) 265.6 267.6

Table: w2v results with and without SEAME data.

Models dev test

Bi-CS (SEAME+BOLT+OS16) 265.6 267.6

BOLT+OS16

BiCCA-skip 291.1 292.3
BiCVM-add 281.1 282.9
BiCVM-bi 282.9 284.2
BiSkip 271.0 271.2

SEAME+BOLT+OS16

BiCCA-skip 286.2 286.8
BiCVM-add 270.1 271.7
BiCVM-bi 275.1 277.3
BiSkip 260.4 258.1

Table: Comparison between Bi-CS, BiCCA, BiCVM and
BiSkip trained with and without SEAME data.
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Conclusion

CS data is a valuable resource, even in small quantities

Strong models and algorithms deliver good results given the right data

Generated samples:

so 有 年 让 ⼈家 的 那种 分数 给 你 知道 你 可以 哥哥 没有 摔 gossip
out 吗
especially that day 跟 我们 去 rock
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